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Abstract. The challenges to live in the open water and the diversity of habitats in the marine environments prompts phytoplankton to devise strategies which often involve production of toxins by Harmful Algal Bloom (HAB) and rapid production of metabolites from non-toxic precursor. The functional response of the predator is described by Holling type IV. We investigate wave phenomena and non-linear non-equilibrium pattern formation in a phytoplankton-zooplankton system with Holling type IV functional response. Type IV functional response yields to type II response in the event of large immunity from or tolerance of prey. It has been found that the Wave of Chaos (WoC) is still effective mechanism for the propagation of chaotic dynamics in predation and competitive systems. Fish predation has a significant role in the temporal evolution of spatial patterns of phytoplankton-zooplankton system. From a field ecologist’s perspective, it is not only important to know the stable stationary patterns of an evolving phytoplankton-zooplankton system, but also to know at what point of time these observations are carried out. This has implications for ecological theory.
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1 Introduction

Incorporation of spatial structure is crucial to ecological modeling and theory. This has not been done successfully in remote past because of problems related to computing power. As the computer technology is advancing, so is the spatial ecology. For example Allen et al. [3] have demonstrated that Nicholson-Bailey host-parasitoid system can be prevented from extinction by a spatial ‘rescue effect’ even in a uniform spatially explicit environment if dispersal is made small enough relative to the size of spatial domain. Pascual [31] observed diffusion induced chaos in a spatial prey-predator system and its robustness was studied by Rai and Jayaraman [37]. Any dynamical behavior is considered to be robust (i.e., likelihood of observation is maximized) when it is detected in a dense set formed by key parameters of dynamical systems. Rai and Jayaraman [37] studied deterministic chaos in two spatial predator prey system with a view to examine if diffusion-induced chaos is robust? The chaotic behavior in these systems is generated when stable limit cycle oscillators of comparable frequencies couple together to force each other. The origin of these oscillators takes place on a spatial gradient of the specific growth rate of the prey. Such gradients occur in natural aquatic environments because of spatial distribution of the nutrients. How patchiness is generated and maintained in natural ecologies has been an intense subject of research since early nineties (see [21, 22]), but its effect on ecological dynamics could be modeled and studied only recently. Four main methods exist now to study the influence of spatial structure on ecological dynamics: i) reaction-diffusion systems, ii) coupled map lattices, iii) cellular automata, and iv) integro-difference equations. In this paper, we choose to work with reaction-diffusion systems.

Among ecology’s oldest concerns is development and maintenance of spatio-temporal patterns (see [21, 26]). Investigation of consequences of these patterns for dynamics and functioning of ecosystems is a task at the heart of ecology. The dynamics of interacting populations in connection to spatial phenomena such as pattern formation and spatiotemporal chaos have recently become a focus of intensive research in theoretical ecology. Liu et al. [23] studied a spatial phytoplankton-zooplankton system with periodic forcing and additive noise. Following these models they considered, the Holling type IV predator-prey model with external periodic forcing and colored noise. Zhang et al. [47] demonstrate that two species spatial systems could be useful to explain spatiotemporal behavior of populations whose dynamics is strongly affected by noise and the environmental physical variables.

The challenges in spatial ecology relate to modeling and analysis of asymmetric dispersal which results from multiple selective pressures. Population kin structure is one of the factors causing selective pressure [13]. However, in the present paper, we assume that both species perform local random movements. These local movements can be modeled by Fickian diffusion terms and results in reaction diffusion (R-D) system which can easily be studied using computer simulations. The conceptual applicability of diffusion terms to describe re-distribution of species in space due to random motion of the individuals for any value of population density was shown by Okubo [29]. Since the dispersal rates are assumed to be the same for prey and predator, the patterns cannot appear due to the Turing instability [38] and should be ascribed to another mechanism [33]. Depending on the details of the species distribution, there can be two different patterns corresponding to two different regimes of the system dynamics i.e., regular or chaotic [35]. The objective of the
present work is to examine how functional responses of predators influence pattern formation in R-D systems containing same basic ingredients.

Holling type IV functional response is relatively less studied in the population ecology. This response function describes a situation in which the predator’s per capita rate of predation decreases at sufficiently high prey densities due to either prey interference or prey toxicity. The prey toxicity results from either environmental contaminants or poisonous substances released by phytoplankton under increased predation pressure [9, 12, 17]; e.g., cyanobacterium Anabaena affinis. Upadhyay and Chattopadhyay [43] studied the model in which extra mortality term for zooplankton is considered due to the toxin liberation process of phytotoplankton.

This paper aims to investigate if functional responses influence the spatial patterns in aquatic systems (marine or oceanic). We study two reaction-diffusion systems with and without fish predation. The paper is organized as follows. We describe model systems in the second section which were thoroughly analyzed for WoC. The stability and bifurcation analysis of the model systems are presented in third section. In the fourth section, conditions for diffusion driven instability and wave number for model system 2 is obtained. The results of simulation experiments are presented in the fifth section. The sixth section summarizes main results of the present study. It also discusses implications of these results for harvesting of natural resources in marine and oceanic systems.

2 The model systems

In this section, we consider two predator-prey systems with Holling type IV functional response. Holling type IV functional response was first introduced by Haldane [16] in enzymology. Some experiments indicate that the non monotonic response occurs at the microbial level: when the nutrient concentration reaches a high level an inhibitory effect on the specific growth rate may occur [5, 8, 11, 45]. This is often seen when microorganisms are used for waste decomposition or for water purification [14]. Such an inhibitory effect is modeled by a function called the Monod-Haldane function [30], which is similar to the Monod (i.e., the Michaelis-Menten) function for low concentrations but includes the inhibitory effect at high concentrations. Collings [10] also used the response function in a mite predator-prey interaction model and called it a Holling type-IV function. The function is also used for the dependence of the growth rate on an inhibitory substrate [11]. For large predator’s immunity, Holling type IV functional response reduces to Holling type II [20]. Over a period of time, predators evolve tolerance of and immunity from the prey toxicity. The effect of this evolutionary process on the per capita predation rate of the prey has been included in Type IV non-monotone functional responses [14] by introducing the parameter \( i \) in the denominator of the quadratic term. Co-evolution of predator and prey in ecological systems (aquatic or terrestrial) guarantee predator’s immunity.

2.1 Model system 1

We first consider the predator-prey model system of the form:
where \( P \) and \( Z \) are functions of time and space representing population densities of prey and predator respectively. All the parameters assume non-negative values. \( \xi \) is the maximum per capita growth rate of prey. \( \phi \) is the intensity of competition among individuals of prey population. \( c \) is the rate at which prey is grazed which follows Holling type IV functional response. \( b \) is the conversion coefficient from individuals of prey into individuals of predator. \( m \) is the mortality rate of predator. \( D_P \) and \( D_Z \) are the diffusion coefficients of prey and predator respectively. \( i \) is a direct measure of the predator’s immunity from or tolerance of the prey. Predator’s foraging efficiency decreases with decrease in parameter \( i \). At high prey densities, the zooplankton’s per capita grazing rate decreases with density because of inhibitory effects. It is not clear how these inhibitory effects are caused. \( a \) is the half-saturation constant in the absence of any inhibitory effect. \( N \) is the food for prey and \( H_N \) is the prey density at which specific growth rate becomes half its saturation value.

### 2.2 Model system 2

The second predator-prey model system is:

\[
\frac{\partial P}{\partial T} = \frac{\xi NP}{H_N + N} - \phi P^2 - \frac{cPZ}{P^2 + P + a} + D_P \Delta P , \tag{2.2}
\]

\[
\frac{\partial Z}{\partial T} = \frac{bcPZ}{P^2 + P + a} - mZ + D_Z \Delta Z ,
\]

where \( F \) is the predation rate of predator population, which follows Holling type III functional response. The other parameters are the same as explained for model system 1.

For simplification, we define following parameters in both the model systems

\[
\frac{\xi N}{H_N + N} = r, \quad \frac{r}{\phi} = l .
\]

The model system 1 in dimensionless form can be written as

\[
\frac{\partial u}{\partial t} = u \left( 1 - \frac{u}{K} \right) - \frac{uv}{\alpha + u + 1} + \Delta u , \tag{2.3}
\]

\[
\frac{\partial v}{\partial t} = \frac{\beta uv}{\alpha + u + 1} - \gamma v + D \Delta v ,
\]
where the dimensionless quantities are
\[ u = \frac{P}{a}, \quad v = \frac{cZ}{ar}, \quad x_i = X_i \left[ \frac{r}{D_P} \right]^{1/2}, \quad t = rT, \]
and new parameters take the form
\[ K = \frac{l}{a}, \quad \alpha = \frac{i}{a}, \quad \beta = \frac{bc}{r}, \quad \gamma = \frac{m}{r}, \quad D = \frac{D_Z}{D_P}. \]
Dimensionless form of the model system 2 is
\[ \frac{\partial u}{\partial t} = u \left( 1 - \frac{u}{K} \right) - \frac{uv}{u^2 + u + 1} + \Delta u, \quad (2.4) \]
\[ \frac{\partial v}{\partial t} = \frac{\beta uv}{u^2 + u + 1} - \gamma v - \frac{fv^2}{v^2 + \eta^2} + D\Delta v, \]
where the new parameters are
\[ f = \frac{Fc}{ar^2}, \quad \eta = \frac{cH_Z}{ar}. \]

3 Stability and bifurcation analysis

In this section, we restrict ourselves to the detailed stability analysis of the models in the absence of diffusion in which only the interaction part of the model system 1 and model system 2 are taken into account. We find the non-negative equilibrium states of both the models and discuss their stability properties with respect to variation of several parameters. We also perform Hopf-bifurcation analysis of the model systems. The steady states loose stability in a Hopf-Bifurcation and it leads to the emergence of periodic behaviour.

3.1 Analysis of model system 1

The model system 1 in the absence of diffusion can be written as:
\[ \frac{du}{dt} = u \left( 1 - \frac{u}{K} \right) - \frac{uv}{u^2 + u + 1}, \quad (3.5) \]
\[ \frac{dv}{dt} = \frac{\beta uv}{u^2 + u + 1} - \gamma v. \]

It is readily seen [7] that the system (3.5) possesses four non-negative equilibria namely \( E_0 = (0, 0) \), \( E_1 = (K, 0) \) and \( E_\pm^* = (u^*, v^*) \). \( E_\pm^* \) are the non-negative nontrivial points of coexistence of both prey and predator. For non-trivial points \( E_\pm^* (u^*, v^*) \)
\[ u^* = \frac{-S \pm \sqrt{S^2 - 4\alpha}}{2}, \quad v^* = \left( 1 - \frac{u^*}{K} \right) \left( \frac{u^{*2}}{\alpha} + u^* + 1 \right), \]
where $S = \alpha(1 - \frac{\beta}{\gamma})$.
The non-trivial points $E_{\pm}^*$ exist in the biologically meaningful domain $u \geq 0, v \geq 0$ under the restraints

$$\left(1 - \frac{\beta}{\gamma}\right)^2 > \frac{4}{\alpha} \quad \text{and} \quad u^* < K.$$  \hfill (3.6)

Now we study the stability criteria of different equilibrium points of the model system. $E_0$ is a saddle point with an unstable manifold along $u$-direction and stable manifold along $v$-direction. $E_1$ is locally asymptotically stable in $uv$ plane provided the inequality $\frac{\beta K^2}{\alpha^2 + u^* + 1} < \gamma$ is satisfied. If $\frac{\beta K^2}{\alpha^2 + u^* + 1} > \gamma$, then the equilibrium point $E_1$ is a saddle point with stable manifold locally in the $u$-direction and with unstable manifold locally in the $v$-direction or a saddle node if $\frac{\beta K^2}{\alpha^2 + u^* + 1} = \gamma$.

In the following theorem we are able to find necessary and sufficient conditions for non trivial positive equilibrium points $E_{\pm}^*$ to be locally asymptotically stable. The proof of this theorem follows from the Routh-Hurwitz criteria, and hence it is omitted. For this purpose we use the following notations:

$$A = \frac{u^*}{K} \left[1 - \frac{Kv^*(\alpha + 2u^*)}{\alpha(\frac{u^2}{\alpha} + u^* + 1)^2}\right],$$ \hfill (3.7)

$$B = \frac{\beta u^* v^*(1 - \frac{u^2}{\alpha})}{(\frac{u^2}{\alpha} + u^* + 1)^3}.$$

**Theorem 3.1** The non-trivial positive equilibrium points $E_{\pm}^*$ are locally asymptotically stable provided the following conditions are satisfied:

$$\alpha \left(\frac{u^2}{\alpha} + u^* + 1\right)^2 > K(\alpha + 2u^*)v^* \quad \text{and} \quad u^2 < \alpha,$$  \hfill (3.8)

**Remark 3.2** The conditions in eq. (3.8) are obtained if the inequalities $A > 0$ and $B > 0$ hold.

For bifurcation analysis, we consider the variational matrix at $E_{\pm}^*$ of the form,

$$V^* = \left[\begin{array}{cc}
\frac{\gamma}{\beta} q'(u^*) & -\frac{\gamma}{\beta} \\
\gamma w'(u^*)q(u^*) & 0
\end{array}\right],$$

where $q(u) = (1 - \frac{u}{\alpha})(\frac{u^2}{\alpha} + u + 1)$, $w(u) = \frac{\beta}{\gamma} p(u) - 1$ and $p(u) = \frac{u}{(\frac{u^2}{\alpha} + u + 1)}$ are obtained by writing (3.5) in the form of the functions of $u$. Hence, the corresponding characteristic equation will be

$$\lambda^2 - \frac{\gamma}{\beta} q'(u^*)\lambda + \frac{\gamma^2}{\beta} w'(u^*)q(u^*) = 0.$$  \hfill (3.9)

For the non-trivial point $E_{+}^*$, $u^* = \frac{-S + \sqrt{S^2 - 4\alpha}}{2}$, therefore in eq.(3.9), $w'(u^*) < 0$ and $q(u^*) > 0$. Descarte’s rule of signs implies that the two eigenvalues are real and of opposite sign, regardless of the sign of $q'(u^*)$. The equilibrium point $E_{+}^*$ is an unstable saddle point.
For the non-trivial point $E^*$, we consider $u^* = \frac{-S - \sqrt{S^2 - 4\alpha}}{2}$. But $w'(u^*) > 0$ and $q(u^*) > 0$, from the conditions of existence of $E^*$. Therefore by Routh-Hurwitz criteria, $E^*$ is asymptotically stable if $q'(u^*) < 0$ and unstable if $q'(u^*) > 0$. Therefore $q'(u^*) = 0$ is a bifurcation point. But $q'(u^*) = 0$ gives,

$$K = \frac{3u^2 + 2u^* + 1}{1 + 2u^*} = \frac{-11 + \alpha(6s - 1)(s + \sqrt{s^2 - \frac{4}{\alpha}})}{-s - \sqrt{s^2 - \frac{4}{\alpha}}} \equiv \bar{K},$$

where $s = \frac{S}{\alpha} = (1 - \frac{\beta}{\gamma})$. From eq. (3.10), by applying Hopf-bifurcation theorem, it can be shown that a limit cycle exists near $q'(u^*) = 0$.

**Theorem 3.3** For the equilibrium point $E^*(u^*, v^*)$, a Hopf-bifurcation occurs at the parameter value $K = \bar{K}$ given in eq. (3.10).

From the above stability analysis we can conclude that, the point of extinction of both prey and predator i.e., $E_0$ is always unstable. The equilibrium point $E_1$, which corresponds to the existence of prey at its carrying capacity and extinction of the predator, is stable or unstable depending upon the parameter values. The non-trivial point $E^*$ of prey-predator coexistence will undergo a Hopf-bifurcation as the carrying capacity of the prey $K$ attains a constant value $\bar{K}$.

Kolmogorov theorem [18, 27] is mathematically robust and is widely applicable to predator-prey models used in theoretical biology. The amplitude and the period of stable limit cycle oscillations depend on the intrinsic attributes of the systems i.e. system parameters. It is used to obtain conditions on system parameters which lead us to the period-doubling route to chaos and is based on the Poincare-Benedixon theory [27]. The theorem guarantees the existence of stable equilibrium points or limit cycles in two-dimensional nonlinear systems provided they fulfill certain requirements. Kolmogorov theorem strongly suggests that those natural ecosystems which seem to exhibit a persistent pattern of reasonably regular oscillations are in fact stable limit cycles [19].

An application of Kolmogorov theorem (see Appendix) to model system 1 without diffusion (system (3.5)) yields the following conditions:

$$\left(1 - \frac{\beta}{\gamma}\right)^2 > \frac{4}{\alpha} \quad \text{and} \quad \beta > \gamma.$$  (3.11)

A close examination of Kolmogorov inequalities results in the conclusion that the only meaningful inequality is expressed by eq.(3.11). Figure 1 shows the area which houses stable limit cycle solutions. The parameter values for simulation experiments are derived from the shaded area as the wave phenomena supported by the model systems presented in the previous section is critically dependent on oscillatory dynamics of the interaction part of the model system.
3.2 Analysis of model system 2

The model system 2 in the absence of diffusion takes the form as under:

\[
\frac{du}{dt} = u \left(1 - \frac{u}{K}\right) - \frac{uv}{\alpha + u + 1},
\]

\[
\frac{dv}{dt} = \frac{\beta uv}{\alpha + u + 1} - \gamma v - \frac{fv^2}{v^2 + \eta^2}.
\]

An application of linear stability analysis to the model gives three stationary points of model system 2. The equilibrium points of model system (3.12) can be obtained by solving \(\frac{du}{dt} = 0\), \(\frac{dv}{dt} = 0\). It can be seen that model system 2 has three nonnegative equilibria, namely, \(E_0 = (0, 0)\), \(E_1 = (K, 0)\) and \(E^* = (u^*, v^*)\). The other two equilibrium points are imaginary which are of no biological interest because the predation rate of zooplankton by fish population is always assumed to be non-negative.

The first two equilibria \(E_0\) and \(E_1\) obviously exist. The existence of the positive equilibrium \(E^*\) can be shown as follows.

It may be noted that \(u^*\) and \(v^*\) are the positive solutions of the following algebraic equations:

\[
v = \left(1 - \frac{u}{K}\right) \left(\frac{u^2}{\alpha} + u + 1\right),
\]

\[
\frac{fv}{v^2 + \eta^2} = \frac{\beta u}{\alpha + u + 1} - \gamma.
\]

Figure 1: Shaded region houses stable limit cycle solutions.
From first equation of (3.13) we note the following:

When $v = 0$, then $u = K$, as $(\frac{u^2}{\alpha} + u + 1) > 0$.

When $u = 0$, then $v = 1$.

\[
\frac{dv}{du} = -3u^2 + 2(K - \alpha)u + (K - 1)\alpha > 0, \quad \text{if} \quad 2(K - \alpha)u + (K - 1)\alpha > 3u^2. \tag{3.14}
\]

From second equation of (3.13) we note the following:

When $u = 0$, then $v < 0$.

When $v = 0$, then $u = \frac{\alpha}{2} \left[\left(\frac{\beta}{\gamma} - 1\right) \pm \sqrt{(1 - \frac{\beta}{\gamma})^2 - \frac{4}{\alpha}}\right] > 0$, is always true.

\[
\frac{dv}{du} = \frac{(v^2 + \eta^2)(\beta + \frac{2\gamma u}{\alpha} + \gamma) - fv(\frac{2u}{\alpha} + 1)}{(f + 2\gamma v)(\frac{u^2}{\alpha} + u + 1) - 2\beta uv}. \tag{3.15}
\]

It is clear from the above equation that $\frac{dv}{du}$ is positive if

(i) $\left(v^2 + \eta^2\right)\left(\beta + \frac{2\gamma u}{\alpha} + \gamma\right) > fv\left(\frac{2u}{\alpha} + 1\right)$, and

(ii) $(f + 2\gamma v)\left(\frac{u^2}{\alpha} + u + 1\right) > 2\beta uv$. \tag{3.16}

**Remark 3.4** It may be noted that $\frac{dv}{du}$ will remain positive even if both the inequalities in (3.16) are reversed.

From the above analysis we note that the two isoclines given in (3.13) intersect at a unique point $(u^*, v^*)$ in the positive quadrant of the $uv$-plane if, in addition to (3.16), condition (3.14) is also satisfied.

Thus, the positive equilibrium $E^*(u^*, v^*)$ exists uniquely if conditions (3.14) and (3.16) hold.

Now we study the nature and stability of each equilibrium points of the model system. To study the local stability behavior of the equilibria of model system 2, we compute the variational matrices corresponding to each equilibrium point. From these matrices, following results are obtained.

$E_0$ is a saddle point with an unstable manifold along $u$-direction and stable manifold along $v$-direction. $E_1$ is locally asymptotically stable provided $\frac{\beta K}{\frac{\alpha^2}{\alpha} + K + 1} < \gamma$ otherwise unstable.

We propose the theorem for necessary and sufficient conditions of the positive equilibrium $E^*(u^*, v^*)$ to be locally asymptotically stable.

The proof of the theorem follows from the Routh-Hurwitz criteria, and hence omitted. We use the
following notations:
Let us define the following:
\[ A_1 = \frac{u^*}{K} \left( 1 - \frac{K v^*(\alpha + 2u^*)}{\alpha \left( \frac{u^2}{\alpha} + u^* + 1 \right)^2} \right) + \frac{f v^* (\eta^2 - v^{*2})}{(\eta^2 + v^{*2})^2}, \] \[ B_1 = \frac{u^*}{K} \left( 1 - \frac{K v^*(\alpha + 2u^*)}{\alpha \left( \frac{u^2}{\alpha} + u^* + 1 \right)^2} \right) \left( \frac{f v^* (\eta^2 - v^{*2})}{(\eta^2 + v^{*2})^2} \right) + \frac{\beta u^* v^* (1 - \frac{u^2}{\alpha})}{(\frac{u^2}{\alpha} + u^* + 1)^3}. \]

**Theorem 3.5** The unique non-trivial positive equilibrium point \( E^* \) is locally asymptotically stable provided the following inequalities hold:
\[ \alpha \left( \frac{u^{*2}}{\alpha} + u^* + 1 \right)^2 > K (\alpha + 2u^*) v^*, \quad v^{*2} < \eta^2 \quad \text{and} \quad u^{*2} < \alpha. \] (3.18)

**Remark 3.6** Conditions of eq. (3.18) are obtained if the conditions \( A_1 > 0 \) and \( B_1 > 0 \) hold.

### 4 Diffusion driven instability and wave number

In this section, we study the effect of diffusion on the model systems about the interior equilibrium point. Instability will occur due to diffusion when a parameter varies slowly in such a way that a stability condition is suddenly violated and it can bring about a situation wherein perturbation of a non-zero (finite) wavelength starts growing (perturbations of zero wave number are stable when diffusive instability sets in). Turing instability cannot occur for the model system 1 because the equation for predator is linear with respect to predator population, \( Z \) [38]. Therefore we present diffusion driven analysis of the complete model system 2 with initial condition
\[ u(x, 0) > 0, \quad v(x, 0) > 0, \quad \text{for} \quad x \in [0, R] \] (4.19)
and zero flux boundary conditions.

To study the effect of diffusion on the system, we have considered the linearized form of system (2.4) about \( E^*(u^*, v^*) \) as follows:
\[ \frac{\partial U}{\partial t} = a_{11} U + a_{12} V + \frac{\partial^2 U}{\partial x^2}, \] \[ \frac{\partial V}{\partial t} = a_{21} U + a_{22} V + D \frac{\partial^2 V}{\partial x^2}, \] (4.20)
where \( u = u^* + U, v = v^* + V \) and
\[
an_{11} = 1 - \frac{2u^*}{K} - \frac{v^*(1 - \frac{u^*}{\alpha})}{(\frac{u^*}{\alpha} + u^* + 1)^2}, \quad a_{12} = \frac{-u^*}{\frac{u^*}{\alpha} + u^* + 1},
\]
\[
a_{21} = \frac{\beta v^*(1 - \frac{u^*}{\alpha})}{(\frac{u^*}{\alpha} + u^* + 1)^2}, \quad a_{22} = \frac{fv^*(v^2 - \eta^2)}{(v^2 + \eta^2)^2}.
\]

It may be noted that \((U, V)\) are small perturbations of \((u, v)\) about the equilibrium point \((u^*, v^*)\).

Let us assume the solutions of system of equations (4.20) of the form
\[
\left( \begin{array}{c}
U \\
V
\end{array} \right) = \left( \begin{array}{c}
a \\
b
\end{array} \right) \exp(\lambda t + ikx)
\]
where \(\lambda\) and \(k\) are the frequency and wave number respectively. The characteristic equation of the linearized system is given by
\[
\lambda^2 + \rho_1 \lambda + \rho_2 = 0,
\]
where
\[
\rho_1 = A_1 + (1 + D)k^2,
\]
\[
\rho_2 = B_1 + \left( \frac{fv^*(\eta^2 - v^2)}{(\eta^2 + v^2)^2} \right) k^2 + \left( \frac{u^*}{K} - \frac{u^* v^*(\alpha + 2u^*)}{\alpha(\frac{u^*}{\alpha} + u^* + 1)^2} + k^2 \right) Dk^2,
\]
and \(A_1, B_1\) are defined in (3.17).

From equations (4.22) and (4.23), and using the Routh-Hurwitz criteria, the following theorem follows immediately.

**Theorem 4.1**

(i) The positive equilibrium \(E^*\) is locally asymptotically stable in the presence of diffusion if and only if
\[
\rho_1 > 0 \quad \text{and} \quad \rho_2 > 0.
\]
(ii) If the inequalities in eq. (3.18) are satisfied, then the positive equilibrium \(E^*\) is locally asymptotically stable in the presence as well as absence of diffusion.
(iii) Suppose that any one or all of the inequalities in eq. (3.18) are not satisfied, i.e., either \(A_1\) or \(B_1\) is negative or both \(A_1\) and \(B_1\) are negative. Then by increasing \(D\) to sufficiently large values, \(\rho_1\) and \(\rho_2\) can be made positive and hence \(E^*\) can be made locally asymptotically stable.

Diffusive instability sets in when at least one of the conditions in eq. (4.24) is violated subject to the conditions \(A_1 > 0\) and \(B_1 > 0\) hold.

But it is evident that the first condition \(\rho_1 > 0\) is not violated when the condition \(A_1 > 0\) is met. Hence only the violation of condition \(\rho_2 > 0\) gives rise to diffusive instability. Hence the condition for diffusive instability is given by
\[ H(k^2) = Dk^4 + \left[ D \left( \frac{u^*}{K} - \frac{u^*v^*(\alpha + 2u^*)}{\alpha(z^2/\alpha + u^* + 1)^2} + \frac{fv^*(\eta^2 - v^*2)}{(\eta^2 + v^*2)^2} \right) \right] k^2 + B_1 < 0. \] (4.25)

\( H \) is quadratic in \( k^2 \) and the graph of \( H(k^2) = 0 \) is a parabola. The minimum of \( H(k^2) = 0 \) occurs at \( k^2 = k_c^2 \) where

\[ k_c^2 = \frac{1}{2D} \left[ D \left( \frac{u^*v^*(\alpha + 2u^*)}{\alpha(z^2/\alpha + u^* + 1)^2} - \frac{u^*}{K} \right) + \frac{fv^*(\eta^2 - v^*2)}{(\eta^2 + v^*2)^2} \right] > 0, \] (4.26)

Consequently, the condition for diffusive instability is \( H(k_c^2) < 0 \). Therefore

\[ \frac{1}{4D} \left[ D \left( \frac{u^*v^*(\alpha + 2u^*)}{\alpha(z^2/\alpha + u^* + 1)^2} - \frac{u^*}{K} \right) + \frac{fv^*(\eta^2 - v^*2)}{(\eta^2 + v^*2)^2} \right]^2 > B_1, \] (4.27)

where \( B_1 \) is defined in (3.17).

**Theorem 4.2**

(i) The final criterion for diffusive instability for the model system 2 is obtained by combining eqs. (4.26) and (4.27) leading to the following condition:

\[ \frac{Du^*}{K} \left( \frac{Kv^*(\alpha + 2u^*)}{\alpha(z^2/\alpha + u^* + 1)^2} - 1 \right) + \frac{fv^*(\eta^2 - v^*2)}{(\eta^2 + v^*2)^2} > 2(B_1D)^{1/2} > 0. \] (4.28)

(ii) The critical wave number \( k_c \) of the first perturbations is obtained by solving eq. (4.26).

For the model system 2, \( k_- < k_c < k_+ \) is a necessary condition to obtain Turing instabilities. In particular it gives no Turing instabilities conditions if \( k_- > k_c \). Hence the condition obtained

\[ D < \frac{2B_1}{a_{11}^2} \quad \text{or} \quad \frac{a_{22}}{a_{11}} \implies \text{No Turing instabilities}, \] (4.29)

where \( a_{11} \) and \( a_{22} \) are defined in eq. (4.21).

### 5 Numerical simulations

We have shown in the above section that the non-trivial homogeneous stationary state can lose its stability when diffusion is taken into consideration. Although this result seems absurd as diffusion process is known to have a stabilizing effect. However, Turing [42] observed that nonlinear chemical reactions can lead to an inhomogeneous distribution if diffusion is taken into account. These
Turing instabilities, when excited by external perturbations of specific wavelengths, can appear within certain parameter spaces [4].

The dynamics of the model systems 1 and 2 are studied with the help of numerical simulation, both in one and two dimensions. To investigate the spatiotemporal dynamics of the model systems (2.3) and (2.4), we solved it numerically using semi-implicit (in time) finite difference method. The steps $\Delta x$ and $\Delta t$ of the numerical grid are chosen sufficiently small so that the results are independent of the step size. This method finally results to a sparse, banded linear system of algebraic equations. The linear system obtained, is solved by using LU factorization method for one-dimensional case and by GMRES algorithm [15] for two-dimensional case.

The plots (space vs. population densities) are obtained to study the spatial dynamics of the model systems. The temporal dynamics is studied by observing the effect of time on space vs. density plot of prey and predator populations. For two-dimensional case, the spatial snapshots of prey and predator densities are obtained by performing computer simulations at different time levels and we have tried to study the spatiotemporal dynamics of both the spatial model systems.

5.1 The spatiotemporal dynamics in one dimensional case

5.1.1 Model system 1

In this subsection, we perform a detailed study of the spatio-temporal dynamics of the non-dimensionalized system (2.3) in one dimension. The model system with $u(x,t)$, $v(x,t)$ and $\Delta = \frac{\partial^2}{\partial x^2}$ takes the following form:

\[
\frac{\partial u}{\partial t} = u \left(1 - \frac{u}{K}\right) - \frac{uv}{u^\alpha + u + 1} + \frac{\partial^2 u}{\partial x^2} ,
\]

\[
\frac{\partial v}{\partial t} = \frac{\beta uv}{u^\alpha + u + 1} - \gamma v + D \frac{\partial^2 v}{\partial x^2} .
\]

Equations (5.30) describes the dynamics in the domain, $0 < x < L_x, L_x = 7000$. The simulation of model system 1 given in (5.30) is carried out at initial condition of the form [see 44]

\[
u(x, 0) = v^* .
\]

At the domain boundary, we assume no-flux boundary conditions of the form

\[
\frac{\partial u}{\partial x} \bigg|_{(0,t)} = \frac{\partial u}{\partial x} \bigg|_{(L,t)} = \frac{\partial v}{\partial x} \bigg|_{(0,t)} = \frac{\partial v}{\partial x} \bigg|_{(L,t)} = 0 .
\]

In eq. (5.31), $(u^*, v^*)$ is the non-trivial equilibrium point for coexistence of the two species and $\epsilon$ is the parameter affecting the system dynamics.
The prey and predator densities of model system 1 displays wave of chaos (WoC) phenomenon ([33], [44]) as seen from Figure 2. This WoC was originally observed and studied in detail by Petrovskii and Malchow [33]. The formation of wave patterns starts at \( t = 300 \) and finally dominates the entire domain at \( t = 10000 \). The dynamics does not undergo any further changes with time and remains chaotic.

Figure 2: Model system 1 (5.30). Simulation showing route to chaos and long term persistence behaviour at (a) \( t = 600 \) (b) \( t = 1000 \) (c) \( t = 2000 \) (d) \( t = 10000 \). An extensive and long time numerical simulation is carried out for the model system. The set of parameter values at which chaotic dynamics was obtained for eqs. (5.30) with initial and boundary conditions (5.31) and (5.32) are \( \alpha = 0.3, \beta = 2.33, \gamma = 0.25, K = 1, D = 1 \). The coexistence point is taken as \( u^* = 0.1266, v^* = 1.0306 \) with \( x_1 = 1200, x_2 = 2800 \) and \( \epsilon = 10^{-8} \). The steps \( \Delta x \) and \( \Delta t \) of the numerical grid are taken as 1 and 0.1 respectively.
5.1.2 Model system 2

Here we study the model system 2 in one dimension. The model system (2.4) with \( u(x, t), v(x, t) \) and \( \Delta = \frac{\partial^2}{\partial x^2} \) takes the following form:

\[
\begin{align*}
\frac{\partial u}{\partial t} &= u \left( 1 - \frac{u}{K} \right) - \frac{uv}{\alpha} + u + 1 + \frac{\partial^2 u}{\partial x^2}, \\
\frac{\partial v}{\partial t} &= \frac{\beta uv}{u + 1} - \gamma v - \frac{fv^2}{v^2 + \eta^2} + D \frac{\partial^2 v}{\partial x^2}.
\end{align*}
\]

(5.33)

Figure 3: Model system 2, cf. (5.33). Simulation showing route to chaos and long term persistence behaviour at (a) \( t = 600 \) (b) \( t = 1000 \) (c) \( t = 2000 \) (d) \( t = 10000 \).

Numerical simulation of equations (5.33) is carried out with initial condition (5.31) and no-flux boundary condition (5.32) in the domain \( 0 < x < L_x, L_x = 7000 \). For the set of parameter values \( \alpha = 0.3, \beta = 2.33, \gamma = 0.25, K = 1, D = 1, f = 0.1, \eta = 2.5 \), chaotic dynamics is observed at
$t = 300$. The other parameter values considered for simulation are same as that for Figure 2. The spatial dynamics observed for eqs. (5.33) is presented in Figure 3.

From Figure 3, we observe that the wave of chaos property persists for prey and predator species of model system 2. At different time levels, the wave of chaos travels in space and covers the whole domain at $t = 10000$. If we perform a careful observation of Figures 2 and 3, we observe that although the population densities in both the model systems finally display irregular chaotic patterns, but their respective routes are remarkably different (cf. Figures (2a)-(2c) and (3a)-(3c)). This difference is very significant at time $t = 2000$. The subdomain $0 < x < 3500$ is occupied by irregular jagged patterns for model system 1 (cf. Figure 2c) while at the same time level $t = 2000$ model system 2 continue to display WoC phenomena where the subdomain $0 < x < 1500$ and $2500 < x < 4000$ is occupied by chaotic irregular patterns which in due course of time grows in both directions displacing the regular region $1500 < x < 2500$ and hence occupying the whole region (cf. Figure 3c).

5.2 The spatiotemporal dynamics in two dimensional case

5.2.1 Model system 1

In this subsection, we study the dynamics of the model system 1 in two dimensional case. Non-dimensionalized system (2.3) with $u(x, y, t), v(x, y, t)$ and $\Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$ can be written in the form:

$$
\begin{align*}
\frac{\partial u}{\partial t} &= u \left(1 - \frac{u}{K}\right) - \frac{uv}{\alpha + u + 1} + \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2}, \\
\frac{\partial v}{\partial t} &= \frac{\beta uv}{\alpha + u + 1} - \gamma v + D \left(\frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2}\right). 
\end{align*}
\tag{5.34}
$$

For the numerical simulation of model system 1, the initial distribution of the species considered is

$$
\begin{align*}
u(x, y, 0) &= u^* - \epsilon_1(x - 0.1y - 225)(x - 0.1y - 675), \\
v(x, y, 0) &= v^* - \epsilon_2(x - 450) - \epsilon_3(y - 150).
\end{align*}
\tag{5.35}
$$

This initial condition is a two-dimensional generalization of initial condition given in eq.(5.31). At the domain boundary, zero flux boundary conditions given in eq.(5.32) is considered. The dynamics of eqs.(5.34) is considered in a rectangular domain $0 < x < L_x$, $0 < y < L_y$, where $L_x = 1000$, $L_y = 500$ and is effected by three parameters $\epsilon_1$, $\epsilon_2$ and $\epsilon_3$.

The numerical results obtained by semi-implicit finite difference technique for two dimensional prey-predator system are presented in Figure 4. The parameter values at which intermittent chaos was obtained for model system 1 in one dimension with initial condition (5.35) and zero flux boundary condition (5.32) are used for two dimensional analysis. Parameter values used are $\alpha = 0.3$, $\beta = 2.33$, $\gamma = 0.25$, $K = 1$, $D = 1$, $\epsilon_1 = 2 \times 10^{-7}$, $\epsilon_2 = 3 \times 10^{-5}$, $\epsilon_3 = 1.2 \times 10^{-4}$. The
step size taken are $\Delta h = 1$ and $\Delta t = 1/3$. Spatial patterns are obtained at different time levels i.e. at $t = 200, 300$ and $1000$.

Figure 4: Spatial patterns of prey [first column] and predator [second column] densities of the model system (5.34) for (a) $t = 200$, (b) $t = 300$ (c) $t = 1000$. Parameter values are given in the text.

The prey and predator population display regular patterns with two spiral centres which grow from their centres at $t = 200$. The destruction of the two spirals begins from their centres at $t = 300$, 
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leading to chaotic patchy patterns at $t = 1000$ (see Figure 4). This sort of spatiotemporal dynamics has been observed in similar predator-prey systems with Holling type II functional response without fish predation [28] and with fish predation [44].

### 5.2.2 Model system 2

In this subsection, the dynamics of the model system 2 is studied in two dimensional case. Non-dimensionalized model system (2.4) with $u(x, y, t), v(x, y, t)$ and $\Delta = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$ can be written in the form

$$\frac{\partial u}{\partial t} = u \left( 1 - \frac{u}{K} \right) - \frac{uv}{\alpha + u + 1} + \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2},$$

$$\frac{\partial v}{\partial t} = \frac{\beta uv}{\alpha + u + 1} - \gamma v - \frac{fv^2}{v^2 + \eta^2} + D \left( \frac{\partial^2 v}{\partial x^2} + \frac{\partial^2 v}{\partial y^2} \right),$$

The numerical simulation of model system 2 in two dimensional case is carried out with initial condition (5.35), where the values of $u^*$ and $v^*$ are obtained by solving the model system 2 without diffusion for the set of parameter values used for simulation and zero flux boundary conditions in the rectangular domain. Parameter values are fixed at $\alpha = 0.3, \beta = 2.33, \gamma = 0.25, K = 1, D = 1, f = 0.1, \eta = 2.5, \epsilon_1 = 2 \times 10^{-7}, \epsilon_2 = 3 \times 10^{-5}, \epsilon_3 = 1.2 \times 10^{-4}$. Patterns are obtained at different time levels $t = 200, 300, 1000$ and presented in Figure 5.

In model system 2, formation of spiral starts at $t = 200$. At $t = 300$ two very closed spirals are formed for both prey and predator densities. Again we find that both the populations leads to chaotic patchy patterns at $t = 1000$ which is same as that obtained for model system 1.

### 6 Discussion and Conclusion

Modeling pattern formation in a spatial predator-prey system is a problem of immense importance for many biological and ecological applications. It has been recently shown that spontaneous spatiotemporal pattern formation is an intrinsic property of a spatial predator-prey system [28, 33, 35]. In this work, we have observed in simulation experiments a phenomenon of self organized chaotic patchiness [31, 32, 39, 40, 41] resulting from interspecific interactions (predation and competition) and showed that although the routes are different but end patterns are the same. This suggests that fish predation has a significant role in the temporal evolution of spatial patterns of phytoplankton-zooplankton system. From a field ecologist’s perspective, it is not only important to know the stable stationary patterns of an evolving phytoplankton-zooplankton ($P - Z$) system, but also to know at what point of time these observations are carried out. For example, at $t = 200, 300, 1000$; spatial patterns are different for the $P - Z$ system with and without fish predation. In principle, this has implications for ecological theory.

Model system 2 given in eq.(2.2) includes fish predation. The aim is to study how this activity influences pattern formation resulting from phytoplankton-zooplankton system. One should note
that predator preference is known to alter local dynamics of plankton systems [1, 2]. For example, phytoplankton and zooplankton are predated by fish population. As can be noted from the second R-D system (model system 2), the fish predation was considered as a fixed parameter. In marine systems, they are found cruising and feeding quite often. The present work can be extended to include behavioral traits of participating species such as fish school motion [24]. It would also be
interesting to examine effects of positive frequency dependent predation by fishes on system on the
target patterns. A target pattern is the one which represents spatial distribution of phytoplankton-
zooplankton system at a given point of time (the end time of simulations). Medvinsky et al. [28]
have made an important contribution in this direction.

It would be beneficial to identify mechanisms which lead to a Holling type IV functional re-
sponse. For example, Bergkovist and collaborators [6] report induction of toxin production in
dinoflagellates by their grazers. Toxins are poisonous chemicals. It is emanating from experi-
ments and field studies that chemical signals can directly affect species interactions, thus, shape
community structure in aquatic systems [36]. There is an urgent need to design experiments and
field studies to identify \( P - Z \) systems which follow such a function. These patterns of patches
are generated by WoCs [33, 44]. This should be a common mechanism as present authors have
discovered them in model aquatic systems with Holling type II [44] and Holling type IV functional
response functions. WoC can also be observed in a community of competing species [25, 34].

As it is well known, a continuous dissipative dynamical system with two degrees of freedom
displays either oscillatory or fixed point dynamics. Since the process of pattern formation is criti-
cally dependent on local oscillatory dynamics of interacting populations, structure of its boundary
with other kind of dynamical behavior (stable equilibrium point) is important. Any of these pat-
terns can vanish if environmental noise pushes any of the parameters \( \alpha, \beta, \gamma \) in the region of stable
equilibrium solutions. These patterns of patches may be short-lived; the life-time would depend
on time taken by the dynamics of interaction part to switch over to stable equilibrium solutions.
Although these patterns of patchiness correspond to a deterministic system, these patterns will
be stable only in statistical sense; the life-time would be decided by those fluctuations which are
caused by transitions (stable limit cycle to fixed point solutions) of the local dynamics. Thus, from
a field ecologist’s perspective, it should be noted that the pace of their measurements matches the
average life-time of patterns of patchiness generated in these simulation experiments.
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A Kolmogorov theorem

The Kolmogorov theorem [18, 27] assures the existence of either stable equilibrium point or stable limit cycle behavior in the phase space of the two dimensional (2D) dynamical systems provided nine conditions (five constraints and four requirements) are satisfied. Application of the theorem to a 2D system gives the constraints on parameter values which lead us to the period-doubling route to chaos. However, it is not applicable to three dimensional (3D) ODE models, which are
commonly used to study the ecological problems. Let a given system of equations be written as:

\[
\begin{align*}
\frac{dH}{dt} &= HF(H, P), \\
\frac{dP}{dt} &= PG(H, P),
\end{align*}
\]

where \( H \) and \( P \) are the prey and predator populations respectively at any instant of time, satisfied the conditions:

\[
\begin{align*}
(i) & \quad \frac{\partial F}{\partial P} < 0, \\
(ii) & \quad H\left(\frac{\partial F}{\partial H}\right) + P\left(\frac{\partial F}{\partial P}\right) < 0, \\
(iii) & \quad \frac{\partial G}{\partial P} < 0, \\
(iv) & \quad H\left(\frac{\partial G}{\partial H}\right) + P\left(\frac{\partial G}{\partial P}\right) > 0, \\
(v) & \quad F(0,0) > 0,
\end{align*}
\]

and fulfils the requirements

\[
\begin{align*}
(vi) & \quad F(0, A) = 0 \quad \text{with} \quad A > 0, \quad (vii) \quad F(B,0) = 0 \quad \text{with} \quad B > 0, \\
(viii) & \quad G(C,0) = 0 \quad \text{with} \quad C > 0, \quad (ix) \quad B > C,
\end{align*}
\]

then the system possesses either a stable equilibrium point or a stable limit cycle, provided that \( F \) and \( G \) are continuous functions of \( H \) and \( P \) with continuous first derivatives, throughout the domain \( H \geq 0, P \geq 0 \).

In biological terms, Kolmogorov conditions can be defined as under [27, 46]: Consider any given population size (as measured by numbers, biomass, etc.). Then the above conditions/requirements have the following meanings:

(i) The per capita rate of increase of the prey density is a decreasing function of the number of predators.

(ii) The rate of increase of prey density is decreasing function of both densities.

(iii) The rate of increase of predator population decreases as predator density increases.

(iv) The rate of increase of predator density is increasing function of both the densities.

(v) When both the population densities are low, the prey has positive rate of increase.

(vi) There is a predator population density sufficiently large to stop further prey growth, even when the prey is scarce.

(vii) Even in the absence of predators, the prey will not grow without bound.

(viii) The predator population, when rare, cannot grow at arbitrarily small prey densities.
(ix) The minimum prey level that will permit an extremely sparse predator population to grow must be a level at which the prey is also capable of growth.

It is important to note that the above original Kolmogorov constraints can be sometimes relaxed such that an inequality can be replaced by an equality [27] for certain predator-prey model. It should also be noted that these oscillations are drastically different from those found in Lotka-Volterra system whose amplitude of oscillations are dependent on initial conditions.