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I1. Stability and Oscillations if Treatment is Fully Effective
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Abstract. A possible control strategy against the spread of an infectious disease is the treatment
with antimicrobials that are given prophylactically to those that had contact with an infective per-
son. The treatment continues until recovery or until it becomes obvious that there was no infection
in the first place. The model considers susceptible, treated uninfected exposed, treated infected,
(untreated) infectious, and recovered individuals. The overly optimistic assumptions are made that
treated uninfected individuals are not susceptible and treated infected individuals are not infec-
tious. Since treatment lengths are considered that have an arbitrary distribution, the model system
consists of ordinary differential and integral equations. We study the impact of the treatment length
distribution on the large-time behavior of the model solutions, namely whether the solutions con-
verge to an equilibrium or whether they are driven into undamped oscillations.
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Introduction

Antimicrobial drugs can be useful for the control and treatment of infections, in particular when
vaccination is not possible or effective or cannot be administered in time. The best-known example
are antibiotics which are used against bacterial diseases. Examples of antiviral drugs against in-
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fluenza are amantadines which are only effective against influenza A and neuraminidase inhibitors
which are effective against influenza A and B (see [8] for details). If antimicrobial treatment is only
applied after an infected individual develops symptoms, we speak about symptomatic treatment.
Treatment can also be prophylactic. In this case the drugs are administered to individuals that
have been exposed to the disease by contact with an infective individual. If infection has occurred,
the treatment supposedly reduces the duration and severity of infectiousness; if not, the treatment
supposedly reduces the susceptibility in case of another exposure.

This study focuses on the effect of prophylactic treatment on the dynamics of an infectious
disease. Our model is a simplification of the one studied in [8]. Since we focus on prophylactic
treatment, we ignore symptomatic treatment and consequently do not distinguish between symp-
tomatic and asymptomatic infectives (though in reality their infectiousness may be different [1,
Tab.1]). We need to distinguish between treated and untreated infected individuals though. In or-
der to keep the analysis from becoming too complicated, we make the overly optimistic assumption
that treated infected individuals are not infectious. (In [1, Tab.1] the rate of infection by treated
symptomatic individuals is assumed to be 0.4 that by untreated symptomatic individuals, and in
[8, Tab.A1] the rate of infection by treated wild-type virus has been estimated to be 0.5 that by
untreated wild-type virus.) Since prophylactic treatment is used before infection is confirmed, we
need to consider a class of uninfected exposed but treated individuals, a novel feature introduced
in [8]. Notice that we use the term ‘exposed’ with the meaning of having had a contact with an
infectious individual whether or not an infection has actually occurred. (In mathematical epidemi-
ology, ‘exposed’ has been often used with the meaning ‘infected, but not yet infectious, i.e. in the
latent stage’.)

In a prequel to this paper [18], we have derived a threshold condition for the treatment to be
able to eradicate the disease. This threshold has been formulated in terms of a basic replacement
ratio (disease reproduction number), Ry, that gives the expected number of secondary infections
which one average infected individual produces when introduced into an otherwise completely
susceptible population. If Ry < 1, i.e. if an infected individual can hardly replace itself, the
disease dies out. The threshold condition is sharp, as we have shown for Ry > 1 that the disease
persists uniformly in the host population (Theorem 1..3), in the sense that the number of infectives
is bounded away from O for large times (with the asymptotic bound not depending on the initial
conditions). In this paper, we will study whether prophylactic treatment drives the disease towards
an endemic equilibrium or rather into undamped oscillations in case that eradication cannot be
achieved.

More generally than in [8], we will consider an arbitrary distribution for how long uninfected
exposed individuals are treated (in case that they are treated). In [8], an exponential distribution
is assumed, 1.e. treatment is terminated at a fixed rate (which in [8] may depend on chronological
age). The other extreme is a treatment of fixed length which will be also included in our model. The
impact of the distribution of stage durations on disease dynamics has been studied for the recovery
(immune) period [10, 15, 17] and for a period of isolation (quarantine) [7]. In this paper, it will
be investigated for the duration of prophylactic treatment. In order to cope with arbitrary length
distributions of treatment, we stratify the treated exposed but uninfected individuals according to
their treatment age (the time that has passed since treatment started). This way it becomes an age-
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structured model. A large class of age-structured models has been studied by Glenn Webb in many
papers and in his monograph [19]. Under the most general assumptions, our model will not fit into
this class; still the semigroup methods developed in [19] will be useful.

In order to keep the analytic complexity at bay, we will make a second overly optimistic as-
sumption, namely that treatment is fully effective also in so far that treated uninfected individuals
are not susceptible. (In [8, Tab.A1], the susceptibility of treated uninfected individuals has been
estimated to be 0.5 that of susceptible individuals.) This will allow us to reduce the model to a
single Stieltjes-integro-differential equation and apply powerful frequency-domain (i.e. Fourier
analysis) techniques [11].
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1. The model, existence of solutions, and disease persistence

As another simplification, we assume that births balance deaths and that nobody dies from the
disease. Consequently, the size of the host population remains constant. The proportion of sus-
ceptible individuals, at time ¢, is denoted by S(t), the proportion of uninfected exposed but treated
individuals by U(t), the proportion of infective (and untreated) individuals by I(¢), the proportion
of treated infected individuals by .J(¢) and the proportion of recovered individuals by R(t) (see
Table 1.),

1=St)+U@)+1(t)+ J(t) + R(t). (1..1)

Susceptible individuals (S-class) that are exposed (i.e. have a contact with an infective individ-
ual) move into the U-class if they are not infected but treated (see Figure 1.). If they are infected
and treated, they move into the J-class. If they are infected and not treated, they move into the
I-class. U-individuals (uninfected treated) become susceptible again (move back into the S-class)
once treatment is terminated. Infected individuals, whether in the I-class (treated) or in the J-class
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time

a treatment age

t)  proportion of susceptibles at time ¢

t)  proportion of treated uninfected exposed individuals at time ¢
u(t,-) treatment age density of treated uninfected exposed individuals

I(t)  proportion of infectives at time ¢
J(t)  proportion of treated infected individuals at time ¢
R(t) proportion of removed individuals at time ¢

Table 1: Model variables

J

Figure 1: Flow diagram of the model.

(untreated), recover into the R-class where they are immune to the disease. R-individuals, upon
losing their immunity, return to the S-class.

Exposed individuals, whether infected or not, are treated to the degree possible. For math-
ematical simplicity, we make the overly optimistic assumption that infected individuals that are
treated (denoted by .J) are not infective. We also assume that the treatment of infected individu-
als continues until they have recovered from the disease. Differently from [18] where we assume
that treatment reduces the susceptibility of a treated exposed, but uninfected individual, we make
another even more optimistic assumption, namely that an exposed uninfected individual is not sus-
ceptible to the disease at all as long as it is treated. Ignoring a latency period, we further assume
that untreated infected individuals are infectious. Untreated infected individuals recover from the
disease at a fixed rate v, treated infected individuals at a fixed rate 5.

We let p denote the probability that a susceptible individual is actually infected upon the contact
with an infective individual and 7 the probability that an exposed individual (whether infected or
not) is treated. If x is the per capita contact rate, the incidence is pxIS. We have the following
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equations,

I'=(1 = 7)prlS — (u+ )1,
J' =mprlS — (1 +72),
R ' =yl +vJ — (u+ p)R,
S=1-U-1-J—-R,

(1..2)

The natural per capita death rate p is also the per capita birth rate and p is the rate at which
recovered individuals become susceptible again. All parameters are non-negative. Typically the
natural death rate ;. is much smaller than the other rates and one may like to consider the limiting
case 1 = 0; then 71, 7, and p are assumed to be positive.

j per capita mortality and birth rate

v1  p. cap. recovery rate of (untreated) infectious individuals

Y2 p. cap. recovery rate of treated infected individuals

p  per capita rate at which a recovered individual looses immunity
K per capita contact rate

p infection probability at a contact

T  probability that an exposed individual is treated

Table 2: Parameters

The uninfected exposed and treated individuals, denoted by U, are stratified along their treat-
ment age, a, the time that has passed since their treatment started,

Ut) = /OO u(t,a)da, (1..3)
0

where u(t, -) is the treatment age density of uninfected exposed and treated individuals at time ¢.
In deriving a formula for u(¢, a) we must distinguish the cases ¢t < a and t > a. For t > a, u(t, a)
describes the treated uninfected individuals that were exposed after the beginning, namely at time
t—a>0,atrate kS(t —a)l(t — a), and so

u(t,a) =7(1 —p)rS(t —a)l(t — a)G(a), t> a. (1..4)
Here 1 — p is the probability of having not been infected at exposure. Further
G(a) = e " F(a), (1..5)

where e~#“ is the probability of not having died a natural death in a time span of length a and F (a)
is the probability of still being treated at treatment age a. So G(a) is the probability of being still
in the class of treated exposed though uninfected individuals.
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Fora >t > 0, u(t,a) describes the uninfected individuals that had been exposed before time
0 and had exposure age a — t at time 0,

g(a)

u(t,a) = up(a —t) m,

a >t. (1..6)

Here gifi”)t) is the conditional probability of still being in the class of treated though uninfected

individuals at exposure age a under the proviso of having been in this class at time 0, with expo-
sure age a — t. The class age density u, represents the individuals in the treated exposed though
uninfected class at time 0, [ ug(a)da = U(0).

We assume that 7 : R, — R is non-negative and monotone decreasing. We assume that
Dr = fooo F(a)da, the average time an exposed individual is treated (neglecting natural death) [16,

Ch.12], is finite. Dy = fooo G(a)da is the average duration of treatment for exposed individuals
taking natural death into account. We summarize,

U(t) = /0 " ult, a)da,

T(1—=p)rS(t —a)l(t —a)G(a), t>a, (1..7)
u(t,a) = G(a)
uo(a—t)m, a>t,
with
G(a) = e " F(a). (1..8)

To put (1..7) into another perspective, we assume that F(a) > 0 for all @ > 0 and that F is

continuously differentiable. Then ((a) = —];((5)) is the rate at which the treatment is terminated

a time units after exposure. Assume that /, S and u, are continuously differentiable as well. By
(1..7),

(0 + Oo)ult,a) = —(Cla) + p)ult,a), t#a
u(t,0) = 7(1 —p)rS(t)I(t) t,a > 0. (1..9)
u(0,a) = wup(a)
Here O,u and 0, u denote the partial derivatives of u with respect to ¢ and a respectively. Integrating
this first order PDE with initial and boundary values along characteristics retrieves (1..6) and (1..4).
Notice that F(a) = exp ( — foa ¢ (s)ds) . If { and ¢ do not depend on a, we can integrate the partial
differential equation in (1..9) over @ and obtain (at least formally) a differential equation for U,

U'=(1-p)rST—((+ n)U.

In this special case, our model becomes a system of ordinary differential equations in the dependent
variables U, I, R with the auxiliary variable S. If F is not differentiable, our model does not quite
fit into the framework of [19]. But the methods developed in [19, Sec.4.3] will be still useful in
studying the local stability of equilibria.
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Existence and uniqueness of solutions. The system (1..2), (1..7) is a special case of the one in
[18] where we have proved the following existence and uniqueness result.

1..1 Theorem. Ler uy € L (R.) and Iy, Jy, Ry > 0 with fooo up(a)da + Iy + Joy + Ry < 1. Then
there exists a unique non-negative continuous solution u(t,-) € L'(R.), I(t), J(t), R(t) € R,
of (1..2) and (1..7) with initial data o, 1y, Jy and Ry, which is defined for all t > 0 and satisfies
IS u(t,a)da + I(t) + J(t) + R(t) < 1.

Expected remaining length of treatment. We mentioned the special case that treatment is ter-
minated at a fixed rate (. Another special case is the one of a fixed length of treatment or, somewhat
more generally, a finite maximum length of treatment, ¢ € (0, 00). Then F(a) > 0 for a € (0,c)
and F(a) = 0 fora > c. If F(a) > 0 for all a > 0, we set ¢ = co. An important concept is the
expected length of remaining treatment at treatment age a € [0, ¢),

Dr(a) = / Tty acp.e). (1..10)
See [16, Sec.12.4]. If ¢ < 0o, Dr(a) < ¢ — a [16, Prop.12.4]. If there is a fixed rate at which

treatment is terminated, Dr(a) is independent of a. Throughout the rest of the paper we assume
the following.

Overall assumption. We assume that 1 > 0, or ¢ < oo, or (if ¢ = 00) Dr(a) is a bounded
function of a € [0, c0).

In the last case an important estimate holds [16, Prop.12.1].

1..2 Lemma. If ¢ = oo, there exist € > 0, M > 1 such that ]:](;g)t) < Me*“ forallt,a>0.

In any case, by (1..5), there exist constants M > 1, § > 0 such that

Glat?) < Me™, 0<a<e t>0. (1..11)
G(a)
Disease persistence versus disease extinction By definition, the disease persist uniformly (strongly),
if there exists some ¢ > 0 such that liminf; ., I(t) > ¢ for all solutions with /(0) > 0. The dis-
ease persists uniformly weakly if there exists some £ > 0 such that lim sup,_, . I(t) > ¢ for all
solutions with 7(0) > 0. We define
Ry = LZTPR (1.12)
r+m
Ry is the basic replacement ratio (basic reproduction number of the disease), i.e. the average
number of secondary infections produced by one average infected individual that is introduced
into an otherwise completely susceptible population. Indeed, %ﬁ is the average duration of the
infectious period (average sojourn time in the class of untreated infected individuals) with natural
death being taken into account. So H—iy is the number of contacts made by one average infected
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individual. (1 — 7) is the probability that this infected individual is actual infectious and p the
probability that an exposed susceptible individual contracts the infection. The following is proved
in [18], Theorems 4.2 and 4.3.

1..3 Theorem. The disease is uniformly strongly persistent if Ry > 1. If Rg < 1, the disease goes
extinct, I(t) — 0 ast — oc.

2. Stability and oscillations: the results

The system (1..2) and (1..7) can be transformed into a single scalar integro-differential equation
to which the results in [11] can be applied (see Appendix Al.). The first to use [11] for epidemic
models were Stech and Williams [15].

Equilibria. An equilibrium of (1..2) and (1..7) is a time-independent solution of this system. So
it is a solution of the algebraic system

= (A =7)prlS = (n+n)I,
= TprlS — (u+72)J,

2.1
= I+ = (u+p)R, @
S=1-U-1-J-R,
where -
U= / u(a)da,
0 2..2)

u(a) = 7(1 —p)rSIG(a).
Notice that u given by (2..2) automatically satisfies (1..6),
G(a)
Gla—1)
There always exists the disease free equilibrium S = 1, U =1 = J = R = 0, u(a) = 0. By

definition, an endemic equilibrium of (1..2) and (1..7), carrying superscript *, satisfies /* > 0 and
is described by the system,

u(a) = u(a —t) a>t.

0= (1—7)prS™ = (k+m),
= TprI*S* — (p+ 72)J",
0= nI*+yJ* —(u+p)R,

S* = 1-U—I"—J — R, (2-3)
U*= (1—71)prS*I*Dr,
u*(a) = 7(1 —p)rS*I*G(a),
where -
Dy = / G(a)da (2.4)
0

is the expected duration of treatment (natural death included).
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Existence of endemic equilibria. The following threshold result is readily proved and consistent
with Theorem 1..3.

2..1 Theorem. There is no endemic equilibrium if Ry < 1, and a unique endemic equilibrium if
Ry > 1.

For z = (u, I, J, R) withu € L'(R), I, J, R € R, we define ||z|| = [ |u(a)|da + |I| + |J] +
|Rl.

2..2 Definition (stability concepts). The endemic equilibrium z* = (u*(-), I*, J*, R*) is called
locally stable if for every € > 0 there exists some d > 0 with the following property:
if x(t) = (u(t,-), I(t), J(t), R(t)) is a non-negative solution of (1..2), (1..7) and ||z(0)|| < 1 and
|2(0) — 2*|| < 4, then ||x(t) — 2*|| < e forallt > 0.

The endemic equilibrium x* is called locally asymptotically stable if it is locally stable and
there exists some 0 > 0 such that the following holds:
if x(t) = (u(t,-), 1(t), J(t), R(t)) is a non-negative solution of (1..2), (1..7) and ||z(0)|| < 1 and
|x(0) — z*|| < 9, then ||z(t) — z*|| — 0 ast — oc.

The endemic equilibrium x* is called globally attractive if ||z(t) — x*|| — 0 for every non-
negative solution z(t) = (u(t,-), I(t), J(t), R(t)) of (1..2), (1..7) with ||z(0)|| < 1 and /(0) > 0.

The endemic equilibrium is called globally asymptotically stable if it is locally asymptotically
stable and globally attractive.

The endemic equilibrium is called unstable if it is not locally stable.

Global stability of the endemic equilibrium. The following result is proved in appendix A.

2..3 Theorem. Assume that

1 —
T Vs > 0.

_ > ist < p
(n+ R [ oGt < T2

Then the endemic equilibrium is globally asymptotically stable.

The condition in this theorem is difficult to interpret biologically. We derive a few special cases
which have an easier interpretation. By Lemma A.4, the endemic equilibrium is globally stable, if
the length distribution of treatment has a special form.

2.4 Corollary. Let G be convex (e.g. if F is convex). Then the endemic equilibrium is globally
asymptotically stable.

In particular, the endemic equilibrium is globally asymptotically stable when the treatment is
terminated at a fixed rate (resulting in exponentially distributed treatment length).

2..5 Corollary. Assume that the treatment period has exponentially distributed length. Then the
endemic equilibrium is globally asymptotically stable.
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The endemic equilibrium is also globally asymptotically stable if the average duration of treat-
ment, Dy = fo a)da, is sufficiently short compared to the average duration of the infectious

period, D; = = +u

2..6 Corollary. Assume that — Dp < 1%Q)D]. Then the endemic equilibrium is globally asymp-
totically stable.

In the following we use the Laplace transform notation f(z) = J e f(t)dt

2..7 Lemma. Assume that the distribution of treatment has a probability density, i.e.

_ / T Ft

where f : R, — R is non-negative and [~ f(t)dt = 1. Then RG(—is) has the same sign as

p(1 = Rf(n—is)) + 3 f (n — is).

In particular, for s > 0, RG(—is) > 0if Sf(u —is) > 0. Further, if for a fixed s > 0,
Sf(p—is) < 0, then RG(—is) < 0 for sufficiently small 1 > 0.

Proof. By changing the order of integration (or integrating by parts),

N A

G(—is) =F(u —is) = /000 e~ W E () dt

:M _1 — (1 _ /OOo e_(“_”)tf(t)dt> - ,t% <1 — flp— zs))

2..8 Corollary. Assume that

Fa)= [ (o

(f o)t /ft—s

and f,g € L*(R,) that are non-negative, decreasing and convex. Then the endemic equilibrium
is globally asymptotically stable.

with

Proof.

> ist — - (is—p)t — ,u+zs OO (is—p)t
/0 G (¢t /0 ) = (1+/0 P (1)).
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So / ¢"*'G(t)dt has nonnegative real part if
0

0<-S / e TAF() = S / el (f % g)(t)dt.
0 0

We use that the Laplace transform of a convolution is the product of the Laplace transforms and
the notation g, (t) = e *¢(t),

3 /0 "ot gty = 5 /0 " el () /0 T et g(e) )

=%< / e f,(t)dt / e“tgu(t)dt>
0 0
—/ cosstfﬂ(t)dt/ sinstgu(t)dt—k/ sinstfu(t)dt/ cos stg,(t)dt.
0 0 0 0

The product of two non-negative, decreasing and convex functions has the same properties, and
so f, and g, are non-negative, decreasing, and convex. By Lemma A.3 and A.4, all expressions
in the last line of the chain of equations are non-negative, and fooo e’*'G(t)dt has non-negative real
part. [

Instability of the endemic equilibrium. To a certain degree, the next result is a converse to
Theorem 2..3. It is proven in Appendix AS..

2..9 Theorem. Let R / eV'G(t)dt < 0 for some y > 0.

Given the pammete;)s p >0, >0, v >0, the parameters 0 <p <1, 0<7<1, v >0
and k > 0 can be chosen in such a way that the endemic equilibrium is unstable.

In fact, p and . can be changed in such a way that a root of the characteristic equation crosses
the imaginary axis.

Notice that this result also holds for p = 0, the case that immunity is permanent.

Treatment of fixed length. Treatment of fixed length ¢ is modeled by F(a) = 1if 0 < a < ¢,
and F(a) = 0if a > c. Since G(a) = e " F(a),

0 c 1— —(p—is)c ; 1 — —(p—is)c
/ 6zstg(t)dt — / ezsteﬁutdt — € : — (,u + ZS) (2 62 )
0 0 p—1s pe+ s

and its real part has the same sign as p(1—e#¢ cos(sc))+se "¢ sin sc. If 11 is small as it realistically
is, we can find some s > 0 such that } fooo eW'G(t)dt < 0. Theorem 2..9 implies the following
result.
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Figure 2: Approach to a periodic solution for treatment of fixed length. Here 7 = 0.41, p =
0.42, k = 30, p = 0.01, v1 = 4, 72 = 4.3, p = 0.11, ¢ = 20 and (/(0), J(0), R(0),U(0)) =
(0.01,0.02,0.11,0.30). To help visualizing the I and J components, we plotted 5/ and 5./ in the
figure. The figure is generated by DDE23 with MATLAB.

2..10 Corollary. Let treatment be of fixed length and the mortality rate i sufficiently small. Then,
the parameters 0 <p <1, 0<7 <1, v > 0and kK > 0 can be chosen in such a way that the
endemic equilibrium is unstable.

In fact, p and k can be changed in such a way that a root of the characteristic equation crosses
the imaginary axis.

Figure 2 (generated by DDE23 with MATLAB) illustrates that periodic solutions can occur.

Gamma-distributed treatment. We assume that the length of treatment (death neglected) is
Gamma-distributed, i.e. F(a) = [° f(t)dt where f is the Gamma-density

autufl 67011‘,

f(t):T, t >0,

and " the Gamma-function which makes f a probability density. Here « is just a scaling parameter,
but the parameter v is essential. For v = 1, the I'-distribution is the exponential distribution.
The expected length of the treatment, Dr, is v/« and the variance Vr = v/ a? [6, 11.2]. By a
substitution,

¢ o 1 > vv—1_—(a+z2)t o a”

f(z)—r(y)/o 'tV et dt_—(a—i—z)”'
So , (ot it is)

A L a ~(ala+ptis)\

f(“_zs)_(a+u—z’s)”_((a+u)2+52>
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Gamma distribution
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Figure 3: The I'-distribution interpolates between treatment with fixed termination rate (v = 1)
and treatment of fixed length (v — o0). The various curves show the probability of still being
treated at a certain treatment age for v = 1,2, 8,100. The expected length of treatment has been
normalized to one in all cases. The figure is generated by plotting the built-in Gamma distribution
function in MATLAB.

In polar coordinates, for s > 0, f(u — is) = r’e"® where ¢ € (0,7/2). Any ¢ € (0,7/2) is
possible by choosing s > 0 in a suitable way. So %f(u —is) > 0if v < 2, while for v > 2 the
angle ¢ € (0,7/2) and thus s > 0 can be chosen in such a way that S f(u — is) < 0.

We obtain the following results from Theorem 2..3, Lemma 2..7, and Theorem 2..9. Notice
that v = D2/ V7.

2..11 Corollary. Ifthe length of the treatment is I'-distributed with v < 2, the endemic equilibrium
is globally asymptotically stable. If v > 2, after choosing 1 > 0 sufficiently small the parameters
p, 0 <7 <1, v, and Kk can be chosen in such a way that the endemic equilibrium is unstable.

This result is independent of the parameter . If we set « = v/o, the average length of
treatment, D = o, is independent of v while the variance Vi = "72 tends to 0 as v — oco. With
this scaling, the Gamma-distribution interpolates between an exponentially distributed treatment
for v = 1 and a treatment of fixed length o for v — oco. See Figure 2..

3. Discussion

There is a longstanding interest in mathematical epidemiology in mechanisms that can induce
undamped oscillations of the prevalence of an infectious disease. It would lead too far to even
give a partial review in this paper, instead we refer to [7, 9] and the references therein. One class
of mechanisms is given by transfer of susceptible individuals into some other epidemiological
class with subsequent return. Typically this return needs to involve some sort of delay in form
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of several stages or the involvement of some class-age-structure. One form of transfer out of the
susceptible class is by infection itself. Undamped oscillations can occur if infected individuals
become susceptible again in a delayed fashion by either going through several stages of recovery
(at least three) [10, 15, 17] or by an infection-age dependent [14, 13] or recovery-age dependent
[10, 15] return.

A new way of transfer out of the susceptible class has been proposed in [8]. Susceptible
individuals that have been exposed to the disease (had a contact with an infectious individuals) are
treated with an antimicrobial drug which, if no infection has occurred, lowers their susceptibility.
The uninfected treated individuals return into the susceptible class once treatment is terminated,
presumably when it becomes evident that no infection has occurred in the first place.

While the main thrust in [8] is the possible development of drug-resistance, we are mainly in-
terested in whether this new mechanism can lead to undamped oscillation if this form of antiviral
treatment is used as a long-term strategy. We make the overly optimistic assumptions that treated
uninfected individuals are not susceptible at all and that treated infected individuals are not infec-
tious. (In [8, Tab.A1] it has been estimated that the susceptibility of treated uninfected individuals
is 0.5 that of susceptible individuals and that the rate of infection by treated wild-type virus is 0.5
that by untreated wild-type virus.) These assumptions and some other simplifications are made in
order to make an analytic investigation of the model possible which provides some clear statements
when and when not undamped oscillations can occur. These statements can then serve as educated
conjectures for more realistic models which can only be explored by numerical simulations or
other computational tools. One such statement is that the disease dynamics tend to an equilibrium
when the exposed uninfected individuals are not treated for too long, more precisely when

Here f)T is the mean duration of treatment and D ; the mean duration of the infectious period (for
untreated infected individuals) with both durations taking natural death into account. Further 7
denotes the probability of treatment and p the probability that a contact between a susceptible and
an infectious individual results in an infection (Corollary 2..6). Given the difficulty of identifying
exposed individuals, it may be a reasonable assumption that 7 is considerably smaller than p. In
[8, Tab.Al1], p (1/c in their symbolism) has been assumed to be 0.5 in the absence of data. [8,
Tab.1] considers 7 = 0, 0.01, 0.05 (and various levels of symptomatic prophylaxis, which is not
incorporated in our model), while [8, Fig.4] covers a range of 7 from O to 0.4. For the containment
of an influenza pandemic, [12] assumes that 80% of all index cases could be ascertained and
that these and their entire mixing groups (household, daycare center, playgroup, school) would
receive prophylactic treatment. One would assume that exposed uninfected individuals are no
longer treated once it becomes reasonably sure that they are uninfected indeed. [8] uses an average
length of 6 days for the infectious period (two days asymptomatic and four days symptomatic)
and an average length of treatment of uninfected exposed individuals of 3 days (1/¢ in Table Al).
[12] considers treatment lengths of up to 1 week, 4 weeks, 6 weeks and 8 weeks and report that 6
weeks are almost as effective as 8 weeks but considerably more effective than 4 weeks in disease
prevention. But this is for the containment of a pandemic, and the target unit is not a single exposed
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individual but the exposed mixing group of an index case. So one would cautiously conjecture that
in typical endemic situations the average durations of prophylactic antimicrobial treatment are too
short to give rise to undamped oscillations.

Our results do not only put restrictions on the average duration of the treatment, but also on its
length distribution. For instance, if treatment is terminated at a fixed rate (leading to an exponential
distribution of treatment length), the disease dynamics converge to an (disease-free or endemic)
equilibrium even for very large treatment length averages (Corollary 2..5). More generally, if F(a),
the probability of still being treated when treatment started a time units ago, is a convex function
of a, the disease dynamics converge towards an equilibrium (Corollary 2..4). The investigation of
Gamma-distributed treatment lengths suggests that convergence to equilibrium occurs when the
standard deviation is sufficiently large compared to the average length (Corollary 2..11). But we
could not verify this conjecture for other treatment length distributions.

Conversely, the endemic equilibrium can be unstable for treatment lengths that are fixed (see
Figure 2.) and (possibly unrealistically) large if the other model parameters are in suitable range
(Corollary 2..10), and numerical simulations illustrate that undamped oscillations are possible in
this case. The endemic equilibrium can also be unstable for Gamma-distributed treatment lengths
where the standard deviation is small compared to the mean, under the same proviso as before
(Corollary 2..11).

A Proofs

Al. Transformation to a single equation

We first write (1..2), (1..7) as a system of ordinary differential equations and a Volterra integral
equation,
I'=(1=1)prlS — (u+m)I,
J =rprlS — (1 + 7).,
R =yI +vJ — (p+ p)R,
S=1-U—-I1—-J—R,

t (A.1)
U(t) :/ (1 — p)I(t — 5)S(t — s)G(s)ds + U(t),
0
o [*Gla+t)
Ult :/ ——~ ug(a)da.
( ) o g(a) 0( )
We add the initial conditions /(0) = Iy, J(0) = Jy, and R(0) = R,. From the first equation,
1
IS= —F—(I I). A2
K (1_T)p( + (4 m)I) (A.2)
We substitute this formula into the fifth equation and obtain
t
U(t) = ¢ / (I'(t = 5)+ (1 + )I(t — £))G(s)ds + U (2) (A3)
0
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with a )
TL=p
— . A4
’ (1—7)p (AD
We define
- 0, s <0,
G(s)=19 tim G(s—h), s>0. (A.5)
h—0+
Then G is left-continuous and
t
d ~ o
U(t) = ¢/ (—El(t —8)G(s) + (m + pI(t — s)g(s))ds +U@®). (A.6)
0

We integrate by parts using a Stieljes integral [16, Cor.B.11]. Since, by construction, G (0) =0,

t t
U(t) = ¢( / I(t — s)dG(s) + / (1 + It — 5)G(s)ds — Ioé(t)) L U@®), (A7)
0 0
Further, from the second equation in (A.1) and (A.2),

¢
J(t) = 1 i / (I/<t —8)+ (p+m)I(t— S))e*(““ﬂ)sds + Joef(wrw)t_
—7 J

In the following we define

ki(t) = e~ Wt =1 92, ks (t) = e~ HHPE, t>0, (A.8)
and } 3
Again we integrate by parts,
T t t
J(t) = (z@) + / I(t — 8)Ky(s)ds + (ju + 1) / I(t— s)kQ(s)ds>
- 0 0
+ (), (A.10)
v T

We will also use this equation in the following form

T

J(t) = (/Otl(t — 8)dky(s) + (u+71)/0tl(t - s>k;2<s>ds) ). (A.11)

1—7

Finally we integrate the third equation in (A.1) using (A.8),
t
R = [ (01— 5) =320 = )ks)ds + oks(o).
0
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We substitute (A.10), .
R(t) = / I(t = )k(s)ds + R(#)
0

with

T T ’
k() =71ks(t) + Tk (£) + T2 (k) + ko) (1)
V2T

1—7
+ :(u—l—’h)(/@ * k) (1),

where ks * k3 is the convolution

(ko x k3)(t) = /0 ko(t — s)ks(s)ds etc.

and
-

R(t) = Roks(t) + (Jo = 71 ) (ha * k) (1)
We return to (A.1). We substitute (A.7), (A.11), and(A.12) into S and obtain,

[7/: (1=m)pr(1 =1 = 1% B =) = —n
with t
(I%B)(t) = /O I(t — s)dB(s)
and
56 =0(0() + (n -+ 10 [ Gt
+ 5 - - (%2 +(n+m) / kz(t)dt) + / k(t)dt
and

C(t) =U(t) = oG (t) + J (1) + R(t),  t>0.
Let I* denote the infective component of endemic equilibrium. Then
]l

7:(1—7')]9,%(]*—[—(]*—])*5)—UUJ

where

(t) =(1 — r)prl + 7 / " 4B

t

—(1 —7)prl + n((b(?(t) + (n + ) /too Q(r)dr>

1—7

- (/%2 +(n+m) /too kg(T)dT) + /:0 k:(r)dr)
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with
n=(1-r7)prl". (A.22)
Set v = [ /I*. Then
/
el —v—(1—v)xf) — .
v
Set
w=Inv anda =+ Hy, (A.23)

where Hy(s) = 0 for s < 0 and Hy(s) = 1 for s > 0. Then we obtain an equation of the form
considered in [11],

w' + g(w) xa = (A.24)
with

g(u) =n(e" —1). (A.25)

Attractivity of the endemic equilibrium (abstract result)

We check the assumptions of [11, Thm.3]. We notice that ug(u) > u for u # 0 and w(t) — 0 as
t — oo. Further « is of normalized bounded variation, zero on (—o0, 0], and left-continuous. For
t > 0, the total variation of « on [t, c0) can be estimated by

/too |do(s)] §¢(G(t) + /too(u + vl)g(s)d5>
T (kQ(t) + (1 +7) /too kg(s)d5> =+ /too k(s)ds.

_|_

1—71

/OOO (/:O da(s) ) dt

gqs(DT +(u+m) /OOO Sg(s)ds>
(/Oo kao(t)dt + (1 +71) /Oo th(t)dt> + /oo th(t)dt < .

Since 0 < I(t) < 1 and we have uniform strong disease persistence, w is bounded. It follows from
[11, Thm.3] that w(t) — 0 as t — oo, if

So

_|_

1—71

R / elda(t) >0  VseR. (A.26)
0

Since w(t) = In I(¢) — In I* this implies that I(t) — [* ast — oc.

Then U(t) — U* ast — oo by (A.7) and J(t) — J* by (A.10). R(t) — R* follows from the
third equation in (1..2), S(¢) — 1 — I* — J* — R* — U™ from the fourth equations in (1..2) and
Jo7 u(t, a) — w*(a)|da — 0 from (1..4) and (2..2).

We summarize.
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A.1 Proposition. Let (A.26) be satisfied. Then the endemic equilibrium attracts all solutions of
(1..2), (1..7) with I(0) > 0.

A2. Local stability of the endemic equilibrium

We claim that condition (A.26) implies local asymptotic stability.

Let o = (uo, lo, Jo, Ro) and (u(t,-), I(t), J(t), R(t)) = ®(t,x0), t > 0, be the solution
of our model equations with initial data x,. We have shown in [18] that ® is a semiflow, i.e.
O(t + r,x9) = O(t, P(r,x0)) for all £, > 0. The endemic equilibrium z* satisfies ¢(¢,z*) = z*
for all t > 0. We write ®(t, ) as a perturbation of z*, ®(¢,2* + &y) = z* + Z(¢). Since all
ingredients of our model are continuously differentiable in the dependent variables, it follows that
®(t, xp) is differentiable in z for every ¢t > 0 and that the linear operators O®(t), the derivatives
of ®(t, zg) in x evaluated at xy = z*, form a Cp-semigroup of bounded linear operators. 9P (t)x,
is the semiflow induced by the solutions of the linearization of system (1..2), (1..7) around the
endemic equilibrium. If %, is sufficiently small, we have Z(t) ~ 0®(¢)z(0). This suggests that
the local stability of z* boils down to the stability of O for the linear expression Z(t) = 0®(¢)Z(0).
Indeed, if follows from [4] that z* is locally asymptotically stable if ||0®(t)|| — 0 ast — oc.
The latter is approached by considering 7 in the form Z(¢t) = e**z, * # 0, z € C. (Then z is
an eigenvalue of the infinitesimal generator of 0® and Z the associated eigenvector.) A similar
consideration as in [18, App.B] shows that 0® is a quasi-compact semigroup in the sense of [5,
V.3], and Theorem 3.7 therein implies that ||[0®(t)|| — 0 as t — oo if and only if there are no
z € C and no 7 such that Rz > 0 and 90®(¢)z = e*Z. See also [19, Prop.4.3].

In turn, if there exists some T and z € C with Rz > 0 and 0®(¢)T = e*'Z, then the endemic
equilibrium z* is unstable ([4] and [5, V.3], Theorem 3.7, or [19, Prop.4.15]).

When we follow the procedure of reducing our system to a single differential-integral equation
for O® rather than the semiflow ® and look for z and z € C with 9®(t)Z = e**Z, we are lead to
solutions w(t) = e of the following linearization of (A.24),

w'(t) + 17/ w(t — s)da(s) = 0. (A.27)
0
We substitute w(t) = e and obtain the characteristic equation

Z47 / e *'da(t) = 0. (A.28)
0

Condition (A.26) implies that (A.28) has no purely imaginary roots z. In order to see that there are
no roots z with positive real part, we introduce

a,(t) =rna(t) — (1 —r)e ™, 0<r<l1,
and we consider the characteristic equation

1—7r
142

0=2z+ / e Ao, (t) = 2z + 7‘7]/ e *da(t) + (A.29)
0 0
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We separate into real and imaginary part, z = x + 1y,

o B 1+2x
T P L

N , (A.30)
0=y+ nr/o e sin(yt)da(t) — (1 - T)m

For » = 0, all roots have negative real part x. Suppose that (A.28) has a root with positive real
part. This means, for r = 1, there is a root with positive real part of (A.29). As we vary r between
0 and 1, it follows from (A.30) that the roots remain bounded as long as they stay in the right half
plane. By Rouché’s theorem, they depend continuously on r. So, for some r € (0, 1) there exists
a root on the imaginary axis. For this 7,

1—r
1+ 9?2

0=nrn /OO cos(yt)da(t) + (A.31)
0

contradicting (A.26).
We summarize our findings and combine them with Proposition A.1.

A.2 Proposition. If (A.26) holds, the endemic equilibrium is globally asymptotically stable. The
endemic equilibrium is unstable if the characteristic equation (A.28) has a solution z with Rz > 0.

To make further progress we evaluate the Laplace-Stieltjes transforms of . By (A.23) and

(A.18),
/00 e *tda(t)
O o0
o1+ /O edG(D)) + 00 + mG(:) + 1

T (1 + /OOO e P ky(t)dt + (u+ 71)]232(2)> + k(2).

+1—7‘

Here we have used the Laplace transform ks (z) = / e *'ky(t)dt. We integrate by parts,
0

/000 e *tda(t)

qu(l + /Ooo e‘ztdg(t)) + (1 + 1)G(2) +1

T ~ ~
+ E(M + 71 + 2)k2(2) + k(2).

From (A.13), since the Laplace transform turns a convolution into the product of the individual
transforms,

T - T = A T A A
BT jia(2) + 2R (2)Es(2) + 2 (i + ) ea(2) s (2).

-7 1—7 1—71

k(2) = viks(2) + 1
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Since kj(z) = —1 + zks(2),

B(z) = mibka(e) + T2 (04 7+ 2)ka(2ha () (A32)
With this result,
/OO e “da(t)
0
—o(1+ / edG(1)) + ol + mG(2) + 1 (A33)
0

+7iks(2) + i(# + 71+ 2k (2) (1 4+ 72ks(2)).

A3. Global stability of the endemic equilibrium

In order to check condition (A.26) to apply Proposition A.2, we evaluate the factor of = in the
last term of (A.33) for z = —is. By (A.8) it equals

u+71—is<1+ V2 )
A+ y2 — s p+p—is/’

The real part has the same sign as the real part of

72(u+p+1'8)>

F oy — i) (u+ +is<1—|—
(1 +m —is)(p+ 2 +is) e

which has the same sign as the real part of

(1) 72) + 5° + i1 = 12)) (1 + ) 4 82+ (4 + ) + 725

and thus the same sign as

(4 70) (e +72) +8°) (1 + ) + 5% + 2( =+ p) + 725 (72 — 7).

When we expand this expression in terms of powers of s, the terms without s and the factor of s*
are positive. We collect the factors of s2,

(L+7) (e +72) + (+p) +p+p+7—mn)
=(u+ )+ (n+p)* + 722 + p +72) > 0.

So, by (A.33),

3?/000 etda(t) > (;53%(1 + /00 etdG(t) + (1 + p) /OO eiStg(t)dt> + 1.

0 0
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Proof of Theorem 2..3. Since G is decreasing,

%(1 + /O h eistdg(t)) >1- ‘ /0 N e“td(j(t)‘

21_/0°O|dg(t)|:1+/ooodg(t)=

So R [T etda(t) > p(y + p) [, €'G(t)dt + 1. We recall ¢, (A.4), and Theorem 2..3 follows
from Proposition A.2. O

A4. Some frequency domain results

The following results are known, but may be not so widely and are proved for the reader’s conve-
nience.

A3 Lemma. If f : R, — R is decreasing and not constant a.e., then

/ Tsin(st)f(dt >0, s3>0,
0

provided the integrals exist as improper integrals.

Proof. Since f is decreasing, it is Borel measurable. The result is obviously true for s = 0. If
s > 0, we can assume that s = 1 by a change of variables. Since the integral exists as improper
integral,

/0 T () fdt = tim [ sin(t)f(0)dt

n—oo 0

By the periodicity of sine,

/ sin(t) f(t)dt = Z/ sin(t) f(t + 2km)dt

Z/ sin(t) (f(¢ + 2km) — f(t + (2k + 1)7))dt.
k=0

Since f is decreasing and sint > 0 for ¢ € (0, 7), each term in the sum is non-negative. If f is not
constant a.e., at least one of the 1nte%rals is strictly positive for large enough n. The strict positivity
is preserved in the limit because ([, sin(¢) f(¢)dt) is an increasing sequence. O

A4 Lemma. Let f : R, — R be convex and continuous. Then

/OO cos(st) f(t)dt > 0, s> 0,
0

provided the integrals exist as improper integrals. These integrals are strictly positive if f is strictly
convex.
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Proof. Obviously the result holds if s = 0. If s > 0, we can assume s = 1 after a change of
variables. Since the integral exists as an improper integral,

/000 cos(st) f(t)dt = lim " cos(st) f(t)dt.

n—oo 0

Since f is convex, f is absolutely continuous, f’ is increasing [2, Prop.2.7.9], and

/0mcos(t)f(t)dt:/omsin(t)(—f’(t))dt.

Since — f’ is decreasing, the arguments in the proof of the previous lemma show that the last
integral is non-negative. Notice that f’ is not constant a.e., if f is strictly convex. 0

AS. Instability of the endemic equilibrium

Proof of Theorem 2..9. Guided by Proposition A.2, we study the characteristic equation (A.28)
which we rewrite as

0="2 ~|—/ e “da(t)
n 0

with
n=(1-—r7)prl". (A.34)

By (A.33),

i - —zt 5

0=—+ d)(l +/ e dQ(t)> + o +1)G(z)+1

n 0

o+ uka(2) + T (1 + 2ha(2) (1 + ahal2).
This can be rewritten as

0="2 +p“<1 + / e A dG(t) + (11 + M)G(Z))
n 0

+ %(L + 1) + (u+m+ 2)7%2(2) (1 =+ ’721%3(2))

w+p+z
with . )
F=-_T F5—-"PF (A.35)
T p
Let i > 0,72 > 0and p > 0 be fixed, but arbitrary, pt + 2 > 0 and p + p > 0. We define
s Tz L < A
A(z;71,0,7,m) = +p(1 + / e *dG(t) + (m + u)9(2)>
0
+ %(L + 1> + A(z;fyl), (A.36)
w+p+z

A(zim) =(p+m + 2)ka(2) (1 + 72ks(2)).
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We let z = z + iy with z,y € R. Following [15], to solve A(z;v1,p,7,n) = 0, we want to apply
the implicit function theorem and so consider real and imaginary parts of A,

RA(z + 1y) :% —1—15(1 + 5)?/000 e #dG(t) + (1 + ,u)%C;(z))

Y+ p+ ) X (A37)
T 1 A Y
T((,u~|—p+x)2+y2 * > +RA@+iyim)
and
x : _%y ~ [ = —zt (3
8w +iy) =L+ (3 [ e g+ (n + 3G(2))
g 9y ) (A.38)
_ 5 (\A Ya e .
T(/L+p+x)2+y2 + SA(z +iy; 1)
For x = 0,
RA(iy) =~(1 + / cos(y)dG (t) + (1 + )RG (iy))
)
~ 1 X /-
———+1 RA(1y;
+T((N+p>2+y2+ >+ (Zy771>
and
LTy < <
3a(i) ="+ (= [ sinluag(o) - (n ) [ sinlur)0(e)e)
7 N ] 0 (A.40)
— T ———— + SA(iy; 11)-
T(M+p)2 +y2 + (Zya/YI)
As assumed in Theorem 2..9, let
y>0,  RG(iy) = / cos(yt)G(t)dt < 0. (A41)
0
By choosing v, > 0 large enough we can achieve that
1+ / cos(ys)dG(s) + (m + p)RG (iy)ds < 0 (A.42)
0

and
—/ sin(ys)dG(s) — (71 + ,u)/ sin(ys)G(s)ds < 0.
0 0
By Lemma A.3, [, sin(ys)G(s)ds > 0 because G is decreasing and not constant. We choose

7 > 0 so large (by choosing 7 > 0 in (A.35) small enough) that

~ "y X /.
—Tm + SA(iy;71) < 0.
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A similar consideration as in Section A3. shows that RA(iy;y;) > 0. We can now choose p =
Po > 0 such that RA(iy; 41, po, 7,m) = 0. Observe from (A.40) that SA(iy, v1, Po, 7, 1) — Tn—y is a
negative constant that does not depend on 77 > 0 and from (A.39) that RA (iy; Y1, po, 7, 17) does not
depend on 7. Finally we can choose 1 = 79 > 0 such that SA(iy; v1, Po, 7, 170) = 0. We define

- B %A(x—l—ﬂ/;%;ﬁa%ﬂ])
F($,p>77) - ( %A(;p—f—iy,%,ﬁﬂ:ﬂ?) '

Then F'(0,pg,n0) = 0. The partial derivative 68—1;1(0, p,m) is the left hand side of (A.42) and

negative, while %’;1 = 0. Further %I:f < 0. So the Jacobian matrix of F' with respect to (p,7),

evaluated at (0, o, 170), is non-zero. By the implicit function theorem, there exist an open interval
W and an open set V such that 0 C W C R and (po,n) € V' C R? such that, for every z € W,
z = x + 1y is a root of the characteristic equation for some (p, ) € V. More precisely, there exists
a function f : W — V such that, whenever x € W and (p,n) € V, then F'(z;p,n) = 0 if and only
if (p,n) = f(x). Since F' is analytic, so is f [3, Ch.2 Thm.2.3].

In particular one can obtain roots with positive and with negative real parts by choosing (p,n) €
V accordingly.

We still need to show that the compound parameter 7, given by (A.22), can be chosen indepen-
dently of p = 1%, 7 = +*-, and ; as we did above. By (A.16),

p?

(1= r)pr(l — " 1*/ dB()) =+ 1.
0
By (A.23),
n= (I-—7)pk—p—m
fooo da(t)
By (A.33), fooo da(t) > 0 and does not depend on k. So, by varying x (under the restriction that

Ry > 1), we can choose every 7 > 0 independently of p, 7 (and so 7) and 7;. This completes the
proof of Theorem 2..9. U

(A.43)
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