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**Abstract.** In this paper we investigate the role of spatial effects in determining the dynamics of a subclass of signalling pathways characterised by their ability to demonstrate oscillatory behaviour. To this end, we formulate a simple spatial model of the p53 network that accounts for both a negative feedback and a transcriptional delay. We show that the formation of protein density patterns can depend on the shape of the cell, position of the nucleus, and the protein diffusion rates. The temporal changes in the total amounts of protein are also subject to spatial influences. The level of DNA damage required to induce sustained oscillations, for instance, depends on the morphology of the cell. The model also provides a new interpretation of experimentally observed undamped oscillations in p53 levels in single cells. Our simulations reveal that alternate sequences of high- and low-amplitude oscillations can occur. We propose that the digital pulses may correspond to snap-shots of our high-amplitude sequences. Shorter waiting-times between subsequent time-lapse fluorescence microscopy images in combination with lower detection thresholds may reveal the irregular high-frequency oscillations suggested by our spatial model.
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1. Introduction

During the cell cycle, key proteins undergo cyclic synthesis and degradation, thereby triggering progression through the cell-cycle phases. It is notable that, in recent years, the components of several regulatory networks have been proposed to display similar oscillatory behaviour. Among such networks are the NF-κB [15, 28], Hes1 [4, 12], Wnt [6, 46] and p53 [18, 17] signalling pathways. Given the biomedical importance of these pathways, the molecular basis and biological implications of their oscillations have attracted extensive attention from both experimentalists and theoreticians.

Although the signalling pathways above differ in their components and biological outcomes, the oscillations are believed to share a common underlying mechanism: a negative feedback loop (NFL) combined with a transcriptional delay [26, 34, 43]. Whereas much effort has been invested in understanding the temporal dynamics of these systems, spatial insight is still lacking. Recent evidence suggests, however, that cell size and shape can substantially influence intracellular signal transduction [24, 29]. As expressed by [14]: “it has become apparent that distinct spatio-temporal activation profiles of the same repertoire of signalling proteins result in different gene activation patterns and diverse physiological responses.” With this in mind, here we formulate a continuum spatial model for the p53 pathway and investigate its behaviour. As the model is based on general principles, our predictions have relevance for other NFL networks.

The p53 protein, also known as the guardian of the genome, is a well-described tumour suppressor that is dysfunctional in nearly half of all human cancers [44]. Its oscillatory response to DNA-damaging stress emerges as a natural consequence of a transcriptional feedback loop, in which p53 promotes the synthesis of its main antagonist, mdm2 [11, 48]. Existing mathematical models have attempted to describe the damped oscillations in p53 and mdm2 levels in cell populations (e.g. [18, 25, 42]), and the undamped pulses observed in individual cells (e.g. [17, 5, 22, 45]), after exposure to ionising radiation. As our aim is to explore the impact of spatial effects rather than to develop a detailed, complex model of the p53–mdm2 pathway, the analysis below is based on a minimal description of the network demonstrating cyclic behaviour. To facilitate introducing our model, we first present a purely kinetic approach (Section 2.), which we then extend to include spatial features (Section 3.). Further technical details and the parameter values used in the simulations can be found in Appendix. In Section 4., we investigate how spatial density patterns and total concentrations evolve under stress conditions for three morphologically different cells. We conclude (Section 5.) with a critical discussion of our model predictions and their biological implications.

2. The kinetic p53–mdm2 model

The structure of our network is shown in Fig.1. It accounts for two molecular components, p53 and mdm2, and the following six phenomena: (1) basal p53 synthesis; (2) mdm2-independent p53 degradation; (3) mdm2-mediated p53 elimination; (4) basal, p53-independent mdm2 synthesis; (5) p53-induced mdm2 synthesis; and (6) mdm2 degradation. According to the reaction scheme
shown in Fig.1, the changes in the concentrations of p53 and mdm2 are given by:

\[
\frac{d[P]}{dt} = r_1 - r_2 - r_3,
\]

(2.1)

\[
\frac{d[M]}{dt} = r_4 + r_5 - r_6,
\]

(2.2)

where \(r_i\), for \(i = 1, \ldots, 6\), is the rate of reaction \(i\). For simplicity, we assume that the basal p53 and mdm2 synthesis rates, \(r_1\) and \(r_4\), remain constant in time and that basal degradation rates, \(r_2\) and \(r_6\), are proportional to the corresponding substrate concentrations. Experimental evidence has shown that mdm2 promotes p53 degradation [11] and that this function is inhibited under DNA damage [39]. We have incorporated these observations by making \(r_3\) an increasing function of mdm2 as well as a decreasing function of the amount of DNA damage. Finally, reaction 5 represents the negative feedback loop in which p53 transactivates expression of the MDM2 gene [48]. To model reaction 5, we have used a Hill function, which accounts for the number of p53 molecules required to induce gene expression. Furthermore, based on [2] and [13], we have assumed that \(r_5\) is an increasing function of the amount of DNA damage.

Figure 1: Schematic representation of our kinetic model for the interactions between p53 and mdm2. Bold arrows represent protein synthesis and elimination processes, which can be promoted (dotted lines) or inhibited (solid lines) by the components of the system. For \(i = 1, \ldots, 6\), the symbol \(r_i\) denotes the rate of reaction \(i\).

To prevent the simple network (Fig.1) from immediately inhibiting itself and, in particular, to enable oscillations to occur, a delay in the negative feedback loop is required [42]. Such a delay can be modelled in several ways. In some cases the delay has been modelled implicitly – [18], for instance, included an additional unknown component in the p53–mdm2 pathway, whereas [5] combined positive and negative feedbacks. The most common approach, however, is to incorporate
time delays explicitly and this has several uses in terms of modelling intracellular processes. [40] showed that discrete delay terms can help reduce the number of variables and parameters required to describe a molecular system by replacing one or more intermediate reactions. Concerning spatial effects, [26] demonstrated that the waiting times associated with transcription and translation can be fused into a single time delay without altering the dynamical properties of the system. Hence, [31] modelled the rate of mdm2 synthesis at time $t$ as a function of the amount of p53 present in the system at time $t - \tau$. [46] used delay terms to describe mRNA translation and protein transport processes within the Wnt signalling pathway. Therefore in line with this previous work, here we also use a time delay term to model p53-induced DNA transcription, nuclear export of mRNA, and cytoplasmic translation processes. In particular, we use a so-called distributed time delay in which the amount of mdm2 produced at time $t$ depends on the abundance of p53 within the preceding time interval, which is expressed as

$$
\int_{-\infty}^{t} w_p(t - s)[P(s)]ds
$$

(2.3)

where $[P(u)]$ is the concentration of p53 at time $u$ and $w_p(u) = e^{-u}$ is a weighting function that assigns less transactivation potential to those p53 molecules present a longer time ago.

Given the assumptions above, the reaction rates can be calculated as follows:

$$
r_1(t) = s_p,
$$

$$
r_2(t) = d_{p1}[P],
$$

$$
r_3(t) = \frac{d_{p2}[M][P]}{K_1 + Z},
$$

$$
r_4(t) = s_{m1},
$$

$$
r_5(t) = \left(s_{m2} + \frac{s_{m2}Z}{K_2 + Z}\right) \frac{\left(\int_{-\infty}^{t} w_p(t - s)[P(s)]ds\right)^h}{K_3 + \left(\int_{-\infty}^{t} w_p(t - s)[P(s)]ds\right)^h},
$$

$$
r_6(t) = d_m[M],
$$

(2.4)

where $[M]$ and $[P]$ represent the concentrations of mdm2 and p53, $s_*$ and $d_*$ are constant synthesis and degradation rates, and the parameters $K_*$ are saturation constants. The Hill exponent $h$ denotes the number of p53 molecules involved in inducing transcription of the $MDM2$ gene. Finally, the parameter $Z$ denotes the amount of DNA damage. Hence from (2.1), (2.2), (2.3), and (2.4), the system of ODEs describing our p53-mdm2 dynamics is given by

$$
\frac{d[P]}{dt} = s_p - \left(d_{p1} + \frac{d_{p2}[M]}{K_1 + Z}\right)[P],
$$

$$
\frac{d[M]}{dt} = s_{m1} + \left(s_{m2} + \frac{s_{m2}Z}{K_2 + Z}\right) \frac{\left(\int_{-\infty}^{t} w_p(t - s)[P(s)]ds\right)^h}{K_3 + \left(\int_{-\infty}^{t} w_p(t - s)[P(s)]ds\right)^h} - d_m[M],
$$

(2.5)

(2.6)

with initial conditions $P(t_0) = P_0$, $[M(t_0)] = M_0$. 

100
In order to make both analytical and numerical progress, we make use of the functional form of the distributed time delay which enables us to re-write our equations without a delay term. First we define:

\[ F_p(t) = \int_{-\infty}^{t} w_p(t - s)[P(s)]ds \tag{2.7} \]

Following [3] we then multiply (2.7) by \( e^t \) and differentiate with respect to \( t \):

\[
\frac{d}{dt}(F_p(t)e^t) = \frac{d}{dt} \int_{-\infty}^{t} e^{s}[P(s)]ds,
\]

which yields

\[
\left( \frac{dF_p}{dt} + F_p(t) \right) e^t = e^t[P(t)],
\]

and, thus:

\[
\frac{dF_p}{dt} = [P(t)] - F_p(t).
\]

We may thus replace the distributed delay term by an additional ordinary differential equation which facilitates the analysis, numerical analysis and spatial extension of our model enormously. Hence the final system of ordinary differential equations (ODEs) equivalent to (2.5) and (2.6) is given by:

\[
\frac{d[P]}{dt} = s_p - \left( d_{p1} + \frac{d_{p2}[M]}{K_1 + Z} \right) [P],
\]

\[
\frac{d[M]}{dt} = s_m1 + \left( s_{m2} + \frac{s_{m3}Z}{K_2 + Z} \right) \frac{F_h}{K_3 + F_p} - d_m[M], \tag{2.8}
\]

\[
\frac{dF_p}{dt} = [P] - F_p,
\]

with initial conditions \( P(t_0) = P_0, [M(t_0)] = M_0 \) and \( F_p(t_0) = F_{p0} \). It can be shown (Appendix) that for low \( Z \) values the system (2.8) reaches a stable steady state. For higher \( Z \) values, however, it can give rise to a stable limit cycle (Fig.2). The parameter values used in the model simulations are provided in the Appendix (Table A.1).

### 3. The spatial p53–mdm2 model

A natural, but till now unexplored, next step in p53–mdm2 modelling is to consider the spatial location and diffusion of the proteins within a cell. For this purpose, we considered a two-dimensional cell with a circular nucleus and modified (2.1) and (2.2) to transform them into partial differential equations (PDEs):

\[
\frac{\partial[P]}{\partial t} = \bar{r}_1 - \bar{r}_2 - \bar{r}_3 + D_p \nabla^2[P], \tag{3.1}
\]

\[
\frac{\partial[M]}{\partial t} = \bar{r}_4 + \bar{r}_5 - \bar{r}_6 + D_m \nabla^2[M], \tag{3.2}
\]
where \([M], [P]\) and the \(\tilde{r}_i\)’s are now functions of position as well as time. We scaled the model by choosing a length scale of 25\(\mu\)m and a timescale of one hour (i.e. the non-dimensional length and time units correspond to 25\(\mu\)m and one hour respectively). The origin, \((x, y) = (0, 0)\), corresponds to the centre of the nucleus. The parameters \(D_p\) and \(D_m\) are non-dimensional diffusion coefficients for p53 and mdm2, respectively. In addition to including diffusion terms, we adjusted the expressions for the protein synthesis rates to account for spatio-temporal variation. As proteins are produced by ribosomes, which are often more ubiquitous in the proximity of the nucleus, we assumed that \(\tilde{r}_1, \tilde{r}_4\) and \(\tilde{r}_5\) decrease as the distance from the nucleus increases. We modelled this by multiplying the synthesis rates by a weighting function,

\[
\begin{align*}
    w_s(x, y) &= (1 - \tanh(\sqrt{x^2 + y^2 - \psi_n})) & \text{in the cytoplasm,} \\
    w_s(x, y) &= 0 & \text{in the nucleus,}
\end{align*}
\]

with \(\psi_n\) is the non-dimensional radius of the nucleus. According to this definition, the weighting function reaches its highest values close to the nucleus. Figure 3 illustrates the shape of \(w_s\) for a circular cell (diameter \(\Phi_c = 2\)) with a central circular nucleus (radius \(\psi_n = 0.4\)). As before we model the p53-induced DNA transcription, nuclear export of mRNA, and cytoplasmic translation with our delay terms [19, 26, 40, 47]. Hence, the resulting system of PDEs is
\[
\frac{\partial [P]}{\partial t} = D_p \left( \frac{\partial^2 [P]}{\partial x^2} + \frac{\partial^2 [P]}{\partial y^2} \right) + w_s(x, y)s_p - \left( d_{p1} + \frac{d_{p2}[M]}{K_1 + Z} \right)[P], \tag{3.4}
\]
\[
\frac{\partial [M]}{\partial t} = D_m \left( \frac{\partial^2 [M]}{\partial x^2} + \frac{\partial^2 [M]}{\partial y^2} \right) + w_s(x, y)s_{m1} - d_m[M] \tag{3.5}
\]
\[
+w_s(x, y) \left( s_{m2} + s_{m3} \frac{Z}{K_2 + Z} \right) \frac{\left( \int_{-\infty}^{t} w_p(t-s)[P(., s)]ds \right)^h}{K_3 + \left( \int_{-\infty}^{t} w_p(t-s)[P(., s)]ds \right)^h},
\]

with initial conditions \([P](x, y, 0) = [M](x, y, 0)\) and zero-flux boundary conditions.

Figure 3: Protein synthesis weighting function. Circular cell with a central circular nucleus. Dimensionless parameter values: \(\Phi_c = 2\) and \(\psi_n = 0.4\) (i.e. cell diameter = 50 µm; diameter of the nucleus = 20 µm).
Once again in order to simplify the computational simulations, using (2.7) and the technique of [3], we replace the above system without the delay terms as follows:

\[
\frac{\partial [P]}{\partial t} = D_p \left( \frac{\partial^2 [P]}{\partial x^2} + \frac{\partial^2 [P]}{\partial y^2} \right) + w_s(x, y) s_p - \left( d_{p1} + \frac{d_{p2}[M]}{K_1 + Z} \right) [P],
\]

\[
\frac{\partial [M]}{\partial t} = D_m \left( \frac{\partial^2 [M]}{\partial x^2} + \frac{\partial^2 [M]}{\partial y^2} \right) + w_s(x, y) s_m1 - d_m[M] \tag{3.6}
\]

\[
+w_s(x, y) \left( s_{m2} + s_{m3} \frac{Z}{K_2 + Z} \right) \frac{F_p^h}{K_3 + F_p^h},
\]

\[
\frac{\partial F_p}{\partial t} = [P] - F_p,
\]

with initial conditions \([P](x, y, 0) = [M](x, y, 0) = F_p(x, y, 0) = 0\) and zero-flux boundary conditions. The numerical simulations shown below were produced using the COMSOL/FEMLAB\(^\dagger\) package, which uses the finite element technique [49]. Triangular basis elements and Lagrange quadratic basis functions along with a backward Euler time-stepping method for integrating the equations were used in all simulations.

4. Results

To study the impact of cell shape and position of the nucleus on the spatio-temporal dynamics of the network shown in Fig.1, we considered a two-dimensional domain with a circular subdomain (or nucleus). First, we solved the system (3.6) for a circular cell that has the nucleus located in its centre. Snap-shots of the solution for the concentration of p53 at four different time points are shown in Fig.4. The simulations emulate an intracellular response to a DNA damage level of \(Z = 1\) (hence guaranteeing a limit cycle and therefore oscillatory kinetics, see below). Initially, high concentration waves emerge near the nucleus, from where they move outwards (Fig.4.a and b). Consequently, the p53 level oscillates at each fixed point in space. As time evolves, the concentric rings begin to break up, giving rise to irregular waves, and the patterns gradually increase in complexity (Fig.4.c and d). The solution for mdm2 behaves similarly (not shown). These complex, heterogeneous spatio-temporal dynamics are the result of the combination of diffusion with the limit-cycle kinetics. Qualitatively similar dynamics have been observed previously in ecological models (cf. [33, 36, 37, 38]).

Second, we solved the same system for another circular domain with its nucleus off-centre. Fig.5 depicts the results for p53. Initially, we observed a propagation of concentric high-density rings similar to that in Fig.4.b. However, in Fig.5 the circular waves reach the cell’s boundaries

\(^\dagger\)http://www.femlab.com/
Figure 4: Snap-shots of the p53 concentration in a circular domain with a central circular nucleus taken at four different times during the same simulation. Parameter values: $\Phi_c = 2$, $\psi_n = 0.1$ and $Z = 1$. Simulations performed with (3.6).
Figure 5: Snap-shots of the p53 concentration taken at four different times during the simulation. Circular cell with a circular off-centre nucleus. Parameter values: $\Phi_c = 2$, $\psi_n = 0.1$ and $Z = 1$. Simulations performed with (3.6).
quicker than in Fig.4 and, consequently, symmetry is lost sooner. Analogous early wave breakdown was also seen in noncircular domains. This prediction is exemplified in Fig.6 for the spatio-temporal dynamics of p53 within an elliptical cell with a central circular nucleus. To facilitate comparison of Fig.6 with Figs.4 and 5, we have chosen the length of the semiaxes such that the area of the resulting ellipse is equal to that of a circle of diameter $\Phi_c = 2$.

![Figure 6: Snap-shots of the p53 concentration taken at four different times during the simulation.](image)

Finally (Figs.7 and 8), we investigated the temporal dynamics of the total amounts of protein, which we obtained by integrating over the 2D domain. In Fig.7.a we show the changes in total p53 and mdm2 in response to DNA damage for various cell morphologies. According to our model
simulations, the average total concentration can depend on the shape of the domain as well as on the position of the nucleus. It is important to note, however, that these differences might be partly due to spatial effects on the overall protein synthesis rate. Regarding the temporal changes in the total p53 concentration, we predict that high amplitude oscillations are more common in circular domains with central nuclei, as this particular morphology facilitates the formation of concentric high-density rings. Low amplitude oscillations take place when the outer waves break against the cells boundaries.

In Fig. 7.b we compare p53’s response to different levels of stress in a circular cell with a central nucleus. For the nonspatial model (2.8), it can be shown that the solutions pass through a Hopf bifurcation at $Z = 0.323$, leaving a stable steady state to enter a limit cycle (Appendix). Periodic solutions continue till $Z = 4.725$, where the unstable steady state becomes stable again. Adding diffusion terms to (2.1–2.2) to obtain (3.1–3.2) does not alter these bifurcations points. Incorporating the spatial variation in protein synthesis (Fig.3), however, causes an increase in the amount of DNA damage required to induce sustained p53 oscillations. Hence, for the domain in Figs. 4 and 7.b only values of $Z$ greater than 0.494 result in a limit cycle.

In addition to varying the level of DNA damage, we also studied the impact of the diffusion rates on the behaviour of the total levels of protein. The two panels in Fig.8 show our model predictions under slow and fast diffusion conditions, respectively. These simulations were performed with (3.6) for a circular domain with a central nucleus exposed to DNA damage level of $Z = 1$. When the diffusion coefficients are small (Fig.8-left), the total levels of protein oscillate with high frequency but low amplitude. As the diffusion coefficients increase (Fig.8-right), however, the amplitude of the oscillations becomes more variable and, in particular, larger scale oscillations become more common. This occurs because fast diffusion promotes the formation of high-density waves within the domain, which translate in high amplitude oscillations in the total protein level. Hence, each high peak in total p53 (Fig.8) means that a new high-density ring has appeared around the nucleus while a previous high-density ring is still present. In summary, if the diffusion of p53 and mdm2 is fast, concentric rings move through the domain without colliding, whereas if protein diffusion is slow, wave collision occurs and more complicated density patterns arise.

5. Discussion

A plethora of mathematical models have been proposed to describe various molecular pathways. Most models provide a system of ordinary differential equations (ODEs), describing the changes in the total concentrations of various proteins, which implicitly assume a well-stirred, homogeneous solution. [24] have, however, recently suggested that morphological and spatial information are crucial in determining the behaviour and function of intracellular pathways. In particular, they showed that signalling networks could be switched on or off within different domains and subdomains, depending on their size and shape. “The cell itself is the corresponding protein pattern-
Figure 7: Total protein concentrations as a function of time. Simulations performed with (3.6). (Left) Total levels of mdm2 (bold lines) and p53 for different cell morphologies. DNA damage, \( Z = 1 \). (Right) Total concentrations of mdm2 (bold lines) and p53 in response to different levels of DNA damage; simulations for a circular cell with a central circular nucleus.

Figure 8: Total concentrations of p53 (red) and mdm2 (blue) as a function of time. Simulations performed with (3.6) for a circular domain with a central nucleus (Fig.4). Parameter values: \( \Phi_c = 2, \psi_n = 0.1 \) and \( Z = 1 \). (Left) \( D_p = D_m = 10^{-5} \). (Right) \( D_p = D_m = 10^{-3} \).
formation apparatus or protein co-compartmentalization machine, thus, each protein must be at the right time, at the right location, and at the right concentration in a cell to interact with other proteins” [35]. Here we have presented a theoretical study of the influence of spatial effects on the dynamics of a subclass of networks characterised by the presence of at least one negative feedback loop and a transcriptional delay. We used a minimal, representative model of the p53 pathway (Fig.1) that is able to demonstrate oscillatory behaviour under certain conditions. Our model analysis and numerical simulations revealed that the amplitude and frequency of the oscillations can strongly depend on both the shape of the cell and the position of the nucleus.

The model also provides a new interpretation of experimentally observed digital pulses in p53 levels in single cells [17]. Our simulations showed that, for certain parameter values, alternate sequences of high- and low-amplitude oscillations occur. We propose that the discrete peaks may correspond to snap-shots of our high-amplitude sequences. This hypothesis is depicted in Fig.9. Shorter waiting-times between subsequent time-lapse fluorescence microscopy images in combination with lower detection thresholds may reveal the high-frequency oscillations of variable amplitude suggested by our spatial model.

![Figure 9: Schematic showing how a sequence of high and low amplitude oscillations can give rise to digital pulses. The total protein concentration oscillates in response to DNA damage. The lower and upper horizontal lines represent the average concentration and the protein’s detection threshold, respectively. The black boxes highlight the discrete peaks predicted for the given threshold.](image)

While building a comprehensive spatio-temporal model for the p53 pathway, our approach has inevitably oversimplified several aspects of this regulatory network. A natural direction for extending the work presented in this paper is therefore to include additional biological knowledge. Below we briefly discuss several possibilities. Firstly, alternative expressions for the protein synthesis weighting function may be considered. With the definition given in equation (3.3), the total protein synthesis rates depend on both the shape of the domain and position of the nucleus, making the protein dynamics taking place in different domains hard to compare. Secondly, the processes of p53-induced DNA transcription, nuclear export of mRNA, and cytoplasmic translation could be modelled explicitly rather than using delay terms. Finally, additional molecular components and phenomena may be incorporated into Fig.1, such as the dynamics of the mdm2–p53 complex, the role of the Arf tumour suppressor [10], the regulation of active nuclear protein export [9, 30], and the effect of various post-transcriptional modifications (e.g. [2, 41]). A more detailed
kinetic network would have the advantage of model parameters having a well-defined biochemical interpretation. Hence, developing such a model would enable us not only to identify, but also to measure key parameters that have a strong impact on the behaviour of the system. Such a set of parameter values might provide a better agreement between the predicted and observed p53 peak frequencies [17, 18]. Recent advances in topological proteomics suggest that spatial information on the subcellular localisation of proteins and processes will soon become available, enabling us to further parameterise, calibrate and validate our models. Hence, using a new robotic imaging technology known as Multi-Epitope-Ligand Kartographie (MELK), it is already possible to map entire protein networks in morphologically intact cells and tissues [32, 35].
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APPENDIX

Stability analysis of the kinetic model

The Jacobian matrix of system (2.8) has the form:

$$
\begin{pmatrix}
-a & 0 & d \\
-e & -b & 0 \\
0 & f & -c \\
\end{pmatrix}
$$

where $a = d_m$, $b = (d_{p1} + \frac{d_{p2}[M]^*}{K_1+Z})$, $c = 1$, $d = (s_{m2} + s_{m3}\frac{Z}{K_3+Z})^{hK_3(F_p)^h-1}$, $e = \frac{d_{p2}[P]^*}{K_1+Z}$, and $f = 1$, with $[P]^*$, $[M]^*$ and $F_P^*$ a steady state solution of (2.8). The eigenvalues can be found by solving:

$$
\theta(\lambda) = \lambda^3 + \alpha \lambda^2 + \beta \lambda + \gamma = 0,
$$

where $\alpha = a + b + c$, $\beta = ab + bc + ca$ and $\gamma = abc + def$. For characteristic equations of this form, the Routh–Hurwitz theorem states that the steady state is stable if and only if $\alpha > 0$, $\gamma > 0$, and $\alpha \beta > \gamma$ [8]. As $a$, $b$, $c$, $d$, $e$, $f > 0$, the first two conditions are satisfied. The third condition implies that the steady state is stable if and only if

$$(a + b + c)(ab + bc + ca) > abc + def.$$
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Given the parameter values in Table A.1, we have investigated the behaviour of the solutions as a function of DNA damage (Fig.10). Hopf bifurcations and bifurcation diagrams were obtained using the AUTO tool† within XPP [7].

![Bifurcation diagram](image)

**Figure 10**: Bifurcation diagram for the concentration of p53 against DNA damage. System (2.8) with the parameter values from Table A.1. The solid and broken lines represent a stable and unstable steady states, respectively. The bullet points correspond to stable periodic solutions.

**Parameter values**

As we were unable to find diffusion coefficients for p53 and mdm2 in the literature, we chose values for $D_p$ and $D_m$ based on the propagation rates of other proteins, such as:

- Green fluorescent protein: $D = 0.13\, \mu m^2 s^{-1}$ in the plasma membrane of *E.coli* [27].
- E-cadherin: $D = 0.00092\, \mu m^2 s^{-1}$ when the molecules follow simple Brownian motion [16].

In our simulations we used $D = 0.00002\, \mu m^2 s^{-1}$ (i.e. $D_p = D_m = 0.0001$).

**References**


Table 1: Parameter values. The two values shown in the third column correspond to nondimensionalised and original parameters, respectively. Sources: (a) [1, 20]; (b) [18]; (c) [16, 27]; (d) [23]; and (e) best guess.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Interpretation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Phi_c$</td>
<td>Cell diameter</td>
<td>2 (50 $\mu$m) (a)</td>
</tr>
<tr>
<td>$\psi_n$</td>
<td>Radius of the nucleus</td>
<td>0.1 (2.5 $\mu$m) (a)</td>
</tr>
<tr>
<td>$d_m$</td>
<td>mdm2 degradation rate</td>
<td>0.8 (e)</td>
</tr>
<tr>
<td>$d_{p1}$</td>
<td>mdm2-independent p53 degradation rate</td>
<td>$2.5e^{-04}$ (b)</td>
</tr>
<tr>
<td>$d_{p2}$</td>
<td>p53 degradation coefficient</td>
<td>1 (e)</td>
</tr>
<tr>
<td>$D_m$</td>
<td>mdm2 diffusion coefficient</td>
<td>0.0001 (0.00002 $\mu$m$^2$s$^{-1}$) (c)</td>
</tr>
<tr>
<td>$D_p$</td>
<td>p53 diffusion coefficient</td>
<td>0.0001 (0.00002 $\mu$m$^2$s$^{-1}$) (c)</td>
</tr>
<tr>
<td>$h$</td>
<td>Hill exponent</td>
<td>50 (b)</td>
</tr>
<tr>
<td>$K_1$</td>
<td>Saturation coefficient p53 degradation</td>
<td>0.05 (e)</td>
</tr>
<tr>
<td>$K_2$</td>
<td>mdm2 synthesis saturation coefficient</td>
<td>0.05 (e)</td>
</tr>
<tr>
<td>$K_3$</td>
<td>Hill saturation coefficient</td>
<td>1.066 (b)</td>
</tr>
<tr>
<td>$s_{m1}$</td>
<td>p53-independent mdm2 synthesis rate</td>
<td>$2.35e^{-03}$ (b)</td>
</tr>
<tr>
<td>$s_{m2}$</td>
<td>Background mdm2 synthesis coefficient</td>
<td>0 (d)</td>
</tr>
<tr>
<td>$s_{m3}$</td>
<td>mdm2 synthesis coefficient</td>
<td>2 (e)</td>
</tr>
<tr>
<td>$s_p$</td>
<td>p53 synthesis rate</td>
<td>0.5 (b)</td>
</tr>
<tr>
<td>$Z$</td>
<td>DNA damage</td>
<td>1 (e)</td>
</tr>
</tbody>
</table>
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