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Abstract. For an SI type endemic model with one host and two parasite strains, we study the stability of the endemic coexistence equilibrium, where the host and both parasite strains are present. Our model, which is a system of three ordinary differential equations, assumes complete cross-protection between the parasite strains and reduced fertility and increased mortality of infected hosts. It also assumes that one parasite strain is exclusively vertically transmitted and cannot persist just by itself. We give several sufficient conditions for the equilibrium to be locally asymptotically stable. One of them is that the horizontal transmission is of density-dependent (mass-action) type. If the horizontal transmission is of frequency-dependent (standard) type, we show that, under certain conditions, the equilibrium can be unstable and undamped oscillations can occur. We support and extend our analytical results by numerical simulations and by two-dimensional plots of stability regions for various pairs of parameters.
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1 Introduction

There is a longstanding interest in the mechanisms that can cause undamped oscillations in endemic models: see [2, 10, 14, 15, 16, 18, 19, 22, 23, 37, 39, 40, 43] and the references therein. One
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class of mechanisms is the presence of multiple hosts and/or multiple parasites or multiple strains of one parasite [3, 4, 20, 24, 26, 27, 28, 44, 45].

This paper continues the investigation of an endemic model with one host and two strains of one parasite (or two different parasites) where one strain is exclusively vertically transmitted (the VT strain) and the other strain is horizontally (and possibly also vertically) transmitted (the HT strain) [9, 13]. A similar scenario in a somewhat different model has been investigated in [1] (see Section 8 for a more detailed comparison).

Our model which consists of three ordinary differential equations has some remarkable properties. The first is the paradox that the ratio of horizontal to vertical transmission decreases if the coefficient, $\sigma$, of horizontal transmission increases [13]. This phenomenon has also been observed in the simulations of a discrete-time model [31]. The second is that the vertically transmitted strain that would go extinct by itself can persist by protecting the host against the more virulent horizontally transmitted strain [9]. (This had already been observed in simulations [29, 31].)

In this paper, we turn to the stability of the endemic coexistence equilibrium (ECE) (where the host and both parasite strains are present). Among other things, we will establish that the ECE is locally asymptotically stable for density-dependent (alias mass-action) incidence, but can lose its stability in an oscillatory fashion for frequency-dependent (alias standard) incidence. While a similar relation between incidence and stability has been observed for an HIV/AIDS model with infection-age dependent infectivity [35, 42], most of the time the relation has been found the other way round: stability for frequency-dependence incidence, but possible instability for density-dependent incidence [16, 24, 37]. Because our findings are different from what one may expect, we will present the application of the well-known Routh-Hurwitz conditions in all painstaking detail (the more so as the algebraic manipulations are not always routine). Most of the literature only draws a clear picture when the Routh-Hurwitz conditions imply stability; while the instability results are folklore, we could not find a reference to our satisfaction and reprove them in the appendix. As a twist (for three dimensions), we give a formulation that directly uses the matrix and bypasses the coefficients of the characteristic polynomials.

2 The model

To clarify some general issues, we first present a model with one host and an unlimited but finite number of different parasites or different strains of the same parasite.

2.1 Disease-free dynamics

Without the disease, the population with density $N(t)$ at time $t$ develops as

$$N' = (\beta(N) - \mu(N))N,$$

(2.1)

where $\beta(N)$ and $\mu(N)$ are the per capita reproduction and mortality rates (of healthy individuals).
Assumption 1. $\beta(N)$ is a decreasing positive function of $N \geq 0$, i.e. $0 < \beta(N_2) \leq \beta(N_1)$ whenever $N_2 \geq N_1 \geq 0$, and $\mu(N)$ is an increasing positive function of $N \geq 0$. Both are continuously differentiable at $N > 0$ and $\beta'(N) - \mu'(N) < 0$ for all $N > 0$. $\beta(N) - \mu(N)$ is positive for $N = 0$ and negative for large $N > 0$.

It follows from these assumptions that there exists a unique number $K > 0$ such that

$$\beta(K) - \mu(K) = 0.$$  \hspace{1cm} (2.2)

$K$ is called the carrying capacity of the host population in absence of the disease, because $N(t) \to K$ as $t \to \infty$ provided $N(0) > 0$.

2.2 Disease dynamics

The disease (or diseases in case of several parasites) divides the host population, with density $N(t)$ at time $t$, into different parts:

$$N = S + I, \quad I = I_1 + \ldots + I_n.$$

$S$ denotes the density of susceptible, uninfected, hosts, $I$ the total density of infected hosts, while $I_j$ denotes the density of hosts infected with strain $j$ (or parasite $j$). Notice that we restrict ourselves to the case where there are only susceptible and infective individuals; there is no recovery from the disease, and a latency period is ignored as well. To keep the mathematical complexity down, we assume that there is complete cross-protection between the strains. Our stability results can be expected to hold also if cross-protection is almost complete. Examples of partial cross-protection are reported in the survey article [21] and in [34]. The model reads as follows,

$$\begin{cases} 
N = S + \sum_{j=1}^{n} I_j, \\
S' = \left(S + \sum_{k=1}^{n} q_k(1 - p_k)I_k\right)\beta(N) - \mu(N)S - \frac{C(N)S}{N} \sum_{k=1}^{n} \sigma_k I_k, \\
I_j' = I_j\left(\sigma_j \frac{C(N)S}{N} + q_jp_j\beta(N) - \mu(N) - \alpha_j\right). 
\end{cases}$$ \hspace{1cm} (2.3)

The infection by strain $j$ is vertically transmitted at the probability $p_j$, $p_j \in [0, 1]$. In human diseases, $p_j$ is the probability that the newborn child of a strain $j$ infectious mother is infectious also. In fungal diseases of plants, $p_j$ is the probability at which the seeds of a strain $j$ infected plants carry the fungus as well. Individuals infected by strain $j$ reproduce at the reduced rate $q_j\beta(N)$, $q_j \in [0, 1]$. $\alpha_j$ is the additional per capita rate of dying from the disease.

The strain $j$ incidence (number of new horizontal infections with strain $j$ per unit of time) is given by $\sigma_j C(N)S \frac{I_j}{N}$.

The parameters $\sigma_j$ are compound parameters whose exact interpretation depends on the specific horizontal transmission modes of the strains or parasites. In fungal plant diseases, $\sigma_j$ factors in the
average spore production of a typical plant infected by strain $j$ and the conditional probability that an infection occurs once a spore has landed on a susceptible plant. In sexually transmitted diseases, $\sigma_j$ combines the average sexual activity of a typical sexually active person and the conditional probability that a given sexual contact between a susceptible and an infective individual actually leads to an infection. The parameters $\sigma_j$ will be of central importance in our analysis, and we call them the horizontal transmission coefficients.

The contact [12, p.90/1] (or response [17]) function $C(N)$ describes how the per capita amount or rate of contacts depend on the host population density $N$. These may be direct contacts as in sexually transmitted diseases or indirect contacts as through spores in fungal plant diseases. Again the precise interpretation depends on the type of disease.

$I_j/N$ is the conditional probability that a given contact actually occurs with an infective individual that is infected by strain $j$.

In fungal plant diseases, $C(N)$ is proportional to the probability at which a given spore lands on host plants rather than on the soil (or somewhere else where it is wasted) provided that the host plant density is $N$. At low host plant densities, this probability should be roughly proportional to the plant density which suggests that $C(0) = 0$. In sexually transmitted diseases, $C(N)$ is proportional to the number of sexual contacts a typical sexually active person makes in a population with density $N$. Some models assume that $C(N)$ is basically independent of $N$ unless the population density is so low that a deterministic model like ours is not valid anyway. This assumption results in what is sometimes called frequency-dependent (or standard) incidence [24] and is a special case of assuming $C(0) > 0$. The study of the evolutionary interaction of horizontal and vertical transmission in [29] assumes density-dependent (or mass-action) incidence where $C(N)$ is proportional to $N$ such that $C(N)/N$ does not depend on host density. Our analysis includes both frequency-dependent and density-dependent incidence and all reasonable interpolations between these two extremes. A collection of contact functions that have been used in the literature can be found in [41, Sec.19.1]; another example, $C(N) = \zeta \ln(a + \nu N)$, has been suggested for insect diseases [7, App.B].
3 Endemic coexistence equilibrium (ECE)

The ECE is a time-independent solution of (2.3) with all components being positive. Let us assume that the $2^{nd}$ strain is exclusively vertically transmitted, i.e. $\sigma_2 = 0$. At the ECE,

$$q_2p_2\beta(N^*) - \mu(N^*) - \alpha_2 = 0. \quad (3.1)$$

Since $\beta - \mu$ is strictly decreasing, this strain uniquely determines the total population size at such an equilibrium. Generically (i.e. unless there is an exceptional parameter constellation), there is no room for another strain that is exclusively vertically transmitted to coexist at endemic equilibrium.

We additionally assume that the first strain is horizontally (and possibly also vertically) transmitted, i.e. $\sigma_1 \neq 0$. At the ECE,

$$\frac{C(N^*)S^*}{N^*}\sigma_1 + q_1p_1\beta(N^*) - \mu(N^*) - \alpha_1 = 0. \quad (3.2)$$

Since $N^*$ is already uniquely determined by the second strain, the first strain uniquely determines the density of the susceptible individuals. Generically, there is no room for another horizontally transmitted strain to coexist at endemic equilibrium.

So, if one strain is exclusively vertically transmitted, at most one exclusively vertically transmitted strain and one horizontally transmitted strain can coexist with each other and the host at equilibrium.

One can also derive a condition under which one exclusively vertically transmitted strain dynamically excludes any other exclusively vertically transmitted strain. Assume that $\sigma_2 = 0 = \sigma_3$ and $I_2(0) > 0$ and $I_3(0) > 0$. Then $I_2(t) > 0$ and $I_3(t) > 0$ for all $t > 0$. By the product and power rule and the respective differential equations,

$$(I_3I_2^{-1})' = (I_3I_2^{-1})\left([q_3p_3 - q_2p_2]\beta(N) + \alpha_2 - \alpha_3\right).$$

Assume that the second strain is less virulent than the third strain in the sense that

$$\alpha_2 \leq \alpha_3 \text{ and } q_3p_3 \leq q_2p_2$$

and one of the two inequalities is strict. Then $I_3(t)I_2^{-1}(t) \to 0$ as $t \to \infty$ and, since $I_2 \leq N$ is bounded [13, Thm.4.2], $I_3(t) \to 0$ as $t \to \infty$.

3.1 The special case of one horizontally and one vertically transmitted strain reformulated

We rewrite the model for one horizontally and one (exclusively) vertically transmitted strain in terms of the total host density,

$$N' = N\left(\beta(N) - \mu(N)\right) - \sum_{k=1}^{2} I_k\left((1 - q_k)\beta(N) + \alpha_k\right),$$

$$I'_1 = I_1\left(\frac{C(N)}{N}(N - I_1 - I_2) + q_1p_1\beta(N) - \mu(N) - \alpha_1\right),$$

$$I'_2 = I_2(q_2p_2\beta(N) - \mu(N) - \alpha_2). \quad (3.4)$$
We introduce the fractions of strain $j$ infective individuals,

$$f_j = \frac{I_j}{N}.$$  \hfill (3.5)

By the quotient rule, $f'_j = f_j \left( \frac{I'_j}{I_j} - \frac{N'}{N} \right)$. We rewrite the system in terms of the total host density and the fractions of strain $j$ parasites,

$$N' = N \left( \beta(N) - \mu(N) - \sum_{k=1}^{2} f_k \left( (1 - q_k)\beta(N) + \alpha_k \right) \right),$$

$$f'_1 = f_1 \left( \sigma C(N) \left( 1 - f_1 - f_2 \right) - (1 - q_1 p_1) \beta(N) - \alpha_1 \right) + \sum_{k=1}^{2} f_k \left( (1 - q_k)\beta(N) + \alpha_k \right),$$  \hfill (3.6)

$$f'_2 = f_2 \left( - (1 - q_2 p_2) \beta(N) - \alpha_2 \right) + \sum_{k=1}^{2} f_k \left( (1 - q_k)\beta(N) + \alpha_k \right).$$

We make the following overall assumptions for our model.

**Assumption 2.** All parameters are non-negative. Both strains do some harm to the host, $\alpha_j > 0$ or $q_j < 1$ for $j = 1, 2$. However, neither strain sterilizes the host, i.e. $q_j > 0$ for $j = 1, 2$. Furthermore, vertical transmission is imperfect for both strains, $p_j < 1$ for $j = 1, 2$.

$C(N)$ is an increasing function of $N \geq 0$, $C(N) > 0$ for $N > 0$. $C(N)$ is continuously differentiable at $N > 0$.

For some intermediate mathematical considerations some of these assumptions will be relaxed, but they are supposed to hold for all final results.

The following is shown in [13].
**Theorem 3.** A (uniquely determined) ECE exists if and only if the following assumptions are satisfied:

(a) \( q_2 p_2 \beta(0) - \mu(0) - \alpha_2 > 0 \).

(b) The vertically transmitted second strain is less harmful than the horizontally transmitted first strain in the following way,

\[
(q_2 p_2 - q_1) \beta(N^*) + \alpha_1 - \alpha_2 > 0,
\]

where \( N^* \) is the unique solution of

\[
q_2 p_2 \beta(N^*) - \mu(N^*) - \alpha_2 = 0.
\]

(c) The horizontal transmission coefficient is large enough,

\[
\sigma C(N^*) > \frac{(q_2 p_2 - q_1 p_1) \beta(N^*) + \alpha_1 - \alpha_2}{(q_2 p_2 - q_1) \beta(N^*) + \alpha_1 - \alpha_2} ((1 - q_1) \beta(N^*) + \alpha_1).
\]

### 4 Local asymptotic stability of the ECE

The stability of the ECE will be analytically studied using the principle of linearized stability and the Routh-Hurwitz criterion. It will turn out that the ECE, as long as it exists, is locally asymptotically stable for density-dependent incidence. It can be unstable for frequency-dependent incidence and extreme parameter values for vertical transmission and fertility reduction. Our analytic results will be supported and extended by numerical simulation of the differential equations and two-dimensional plots of stability boundaries for frequency-dependent incidence.

**Remark 4.** (a) In the forthcoming illustrations, we choose the following parameters:

\[
\begin{align*}
p_1 &= 0.9, & q_1 &= 0.02, & \alpha_1 &= 0.2, \\
p_2 &= 0.99, & q_2 &= 0.9, & \alpha_2 &= 0.3,
\end{align*}
\]

\[
\sigma = 0.9, & \beta(N) = 0.5 e^{-0.2N}, & \mu(N) = 0.1.
\]

The carrying capacity, see (2.2), is \( K \approx 8.05 \). The value of \( N \) at the ECE, see (3.1), is \( N^* \approx 0.539 \). \( K \) and \( N^* \) are in terms of some unit of population size which is linked to the factor 0.2 in \( \beta(N) \).

(b) We will show the dynamics for both frequency-dependent incidence and density-dependent incidence (Figures 4, 5, and 6). For frequency-dependent incidence we use \( C(N) = 1 \), while for density-dependent incidence we use \( C(N) = \frac{N}{N^*} \), so that the ECE is the same for both incidence types: \( f_1^* \approx 0.393, f_2^* \approx 0.283, I_1^* \approx 0.212, I_2^* \approx 0.152 \). The overall fraction of infected hosts \( f_1^* + f_2^* \approx 0.676 \) is not unusually high for infectious diseases with vertical transmission [38].

(c) We will also show two-dimensional plots of stability boundaries for the ECE for frequency-dependent incidence (Figures 1, 2, and 3). In these plots, all parameters except the two being varied are as in (a). The dashed lines are the boundaries of the region where the ECE exists. The ECE is unstable within the solid regions.
We rewrite the formulation (3.6) of the model with one host and two strains in a condensed way,

\begin{align}
N' &= N \left( \beta(N) - \mu(N) - f_1 \gamma_1(N) - f_2 \gamma_2(N) \right), \\
f_1' &= f_1 \left( (1 - f_1 - f_2) \sigma C(N) + f_1 \gamma_1(N) + f_2 \gamma_2(N) - \eta_1(N) \right), \\
f_2' &= f_2 \left( f_1 \gamma_1(N) + f_2 \gamma_2(N) - \eta_2(N) \right),
\end{align}

(4.3)

where

\begin{align}
\gamma_j(N) &= (1 - q_j) \beta(N) + \alpha_j \\
\eta_j(N) &= \gamma_j(N) + q_j (1 - p_j) \beta(N) \\
&= (1 - q_j p_j) \beta(N) + \alpha_j
\end{align}

(4.4)

We subtract the two equations,

\begin{align}
\eta_j(N) - \gamma_j(N) &= q_j (1 - p_j) \beta(N).
\end{align}

(4.5)

### 4.1 Equilibrium relations

Since the ECE is not explicitly given except for its population size component, we will use the relations that describe it implicitly.

Assume that the ECE \((N^*, f_1^*, f_2^*) \in (0, \infty)^3\) exists. Write

\begin{align}
\beta &= \beta(N^*), \quad \mu = \mu(N^*), \quad C = C(N^*), \quad \gamma_j = \gamma_j(N^*), \quad \eta_j = \eta_j(N^*), \\
\beta' &= \beta'(N^*), \quad \mu' = \mu'(N^*), \quad C' = C'(N^*), \quad \gamma_j' = \gamma_j'(N^*), \quad \eta_j' = \eta_j'(N^*).
\end{align}

In the following, we drop *. \(\text{From Theorem 3 (b)},\)

\begin{align}
\gamma_1 - \eta_2 &= (q_2 p_2 - q_1) \beta + \alpha_1 - \alpha_2 > 0,
\end{align}

(4.6)

and

\begin{align}
q_2 p_2 \beta - \mu - \alpha_2 &= 0.
\end{align}

(4.7)

This implies \(p_2 > 0\) and \(\beta > 0\). Combined with Assumption 2, \(p_1 \in [0, 1), p_2 \in (0, 1), q_1, q_2 \in (0, 1]\), further \(\alpha_1 > 0\) or \(q_1 < 1\), and also \(\alpha_2 > 0\) or \(q_2 < 1\). By (4.5) and (4.6),

\begin{align}
\eta_1 > \gamma_1 > \eta_2 > \gamma_2 > 0.
\end{align}

(4.8)

**Remark 5.** For some intermediate mathematical considerations we will assume that \(q_j (1 - p_j) = 0\) for \(j = 1, 2\). In that case we have

\begin{align}
\eta_1 = \gamma_1 > \eta_2 = \gamma_2.
\end{align}

(4.9)
From Theorem 3 (c),
\[
\sigma C > \frac{(q_2p_2 - q_1p_1)\beta + \alpha_1 - \alpha_2}{(q_2p_2 - q_1)\beta + \alpha_1 - \alpha_2} \left(1 - q_1\right) + \alpha_1 > \frac{\eta_1 - \eta_2}{\gamma_1 - \eta_2} > \gamma_1. \tag{4.10}
\]

From the equations for \( f_1 \) and \( f_2 \) in (4.3),
\[
-(\sigma C - \gamma_1)f_1 - (\sigma C - \gamma_2)f_2 = -(\sigma C - \eta_1),
\gamma_1f_1 + \gamma_2f_2 = \eta_2. \tag{4.11}
\]

From the equation for \( N \), we have
\[
\beta - \mu = f_1\gamma_1 + f_2\gamma_2 = \eta_2,
\]
which, by (4.4), is the same as (4.7). We use the second equation of (4.11) in the first to find the fraction of infective individuals
\[
\bar{f} = f_1 + f_2 \tag{4.12}
\]

and then solve for \( f_1 \) and \( f_2 \),
\[
\bar{f} = \frac{\sigma C - (\eta_1 - \eta_2)}{\sigma C},
\]
\[
f_1 = \frac{\sigma C(\eta_2 - \gamma_2) + \gamma_2(\eta_1 - \eta_2)}{\sigma C(\gamma_1 - \gamma_2)} > 0, \tag{4.9}
\]
\[
f_2 = \frac{\sigma C(\gamma_1 - \eta_2) - \gamma_1(\eta_1 - \eta_2)}{\sigma C(\gamma_1 - \gamma_2)} > 0, \tag{4.10}
\]
\[
1 - \bar{f} = \frac{\eta_1 - \eta_2}{\sigma C} > 0. \tag{4.13}
\]

Since \( \sigma C > \frac{\eta_1 - \eta_2}{\gamma_1 - \eta_2} \gamma_1 \) by (4.10),
\[
f_1\sigma C = \frac{\sigma C(\eta_2 - \gamma_2) + \gamma_2(\eta_1 - \eta_2)}{\gamma_1 - \gamma_2} > \frac{\eta_1 - \eta_2}{\gamma_1 - \eta_2} \frac{\gamma_1(\eta_2 - \gamma_2) + \gamma_2(\eta_1 - \eta_2)}{\gamma_1 - \gamma_2} = \frac{\eta_1 - \eta_2}{\gamma_1 - \eta_2} \frac{\gamma_1\eta_2 - \gamma_2\eta_2}{\gamma_1 - \eta_2} = \frac{\eta_1 - \eta_2}{\gamma_1 - \eta_2} \eta_2.
\]

Hence
\[
f_1\sigma C - \eta_2 > \frac{\eta_1 - \gamma_1}{\gamma_1 - \eta_2} \eta_2 > 0. \tag{4.14}
\]

**Remark 6.** If \( q_j(1 - p_j) = 0 \) for \( j = 1, 2 \), we have \( f_1\sigma C - \eta_2 = 0 \). See Remark 5.
4.2 The Jacobian matrix

In the following we will use the principle of linearized stability. In the appendix we have tailored it to the case of a three-dimensional system (Theorem 12). Define

\[ F = 1 - \bar{f} + q_1 f_1 + q_2 f_2 > 0. \]  

(4.15)

The Jacobian matrix of the vector field in (4.3) at the coexistence equilibrium \((N, f_1, f_2)\) is

\[ J = \begin{pmatrix} N b_1 & -N \gamma_1 & -N \gamma_2 \\ f_1 b_2 & f_1(-\sigma C + \gamma_1) & f_1(-\sigma C + \gamma_2) \\ f_2 b_3 & f_2 \gamma_1 & f_2 \gamma_2 \end{pmatrix}, \]  

(4.16)

where

\[ b_1 = \beta' - \mu' - f_1 \gamma_1' - f_2 \gamma_2', \]
\[ b_2 = (1 - f_1 - f_2) \sigma C' + f_1 \gamma_1' + f_2 \gamma_2' - \eta_1', \]
\[ b_3 = f_1 \gamma_1' + f_2 \gamma_2' - \eta_2'. \]  

(4.17)

For later use, we record the following equations which follow from (4.4), (4.12), and (4.15),

\[ b_1 = (1 - \bar{f} + q_1 f_1 + q_2 f_2) \beta' - \mu' \]
\[ = F \beta' - \mu' < 0, \]
\[ b_1 + b_2 = q_1 p_2 \beta' - \mu' + (1 - \bar{f}) \sigma C', \]
\[ b_1 + b_3 = q_2 p_2 \beta' - \mu'. \]  

(4.18)

Though \(J\) is the Jacobian matrix, we will study \(J\) as a matrix in its own right and, in this section, only assume the following inequalities instead of (4.8),

\[ \eta_1 \geq \gamma_1 > \eta_2 \geq \gamma_2. \]  

(4.19)

See (4.8) and Remark 5. We have

\[ \det J = N f_1 f_2 \begin{vmatrix} b_1 & -\gamma_1 & -\gamma_2 \\ b_2 & -\sigma C + \gamma_1 & -\sigma C + \gamma_2 \\ b_3 & \gamma_1 & \gamma_2 \end{vmatrix} \]
\[ = N f_1 f_2 \begin{vmatrix} b_1 & -\gamma_1 & -\gamma_2 \\ b_2 + b_1 & -\sigma C & -\sigma C \\ b_3 + b_1 & 0 & 0 \end{vmatrix} = N f_1 f_2 (b_3 + b_1) \sigma C (\gamma_1 - \gamma_2). \]  

By (4.18) and (4.4),

\[ \det J = N f_1 f_2 (q_2 p_2 \beta' - \mu') \sigma C (\gamma_1 - \gamma_2) < 0. \]  

(4.20)

Further

\[ \text{tr } J = N b_1 + f_1(-\sigma C + \gamma_1) + f_2 \gamma_2 = N b_1 - f_1 \sigma C + f_1 \gamma_1 + f_2 \gamma_2. \]
By (4.18) and (4.11),
\[ \text{tr } J = N(F \beta' - \mu') - f_1 \sigma C + \eta_2 < 0. \] (4.21)

Recall that \( J_k \) is the \( 2 \times 2 \) matrix that results from \( J \) by deleting the \( k^{th} \) column and row,
\[
J_1 = f_1 f_2 \begin{pmatrix} -\sigma C + \gamma_1 & -\sigma C + \gamma_2 \\ \gamma_1 & \gamma_2 \end{pmatrix} = f_1 f_2 \sigma C(\gamma_1 - \gamma_2).
\]

By (4.18),
\[
J_2 = N f_2 \begin{pmatrix} b_1 & -\gamma_2 \\ b_3 & \gamma_2 \end{pmatrix} = N f_2 (b_1 + b_3) \gamma_2 = N f_2 (q_2 p_2 \beta' - \mu') \gamma_2
\]
and
\[
J_3 = N f_1 \begin{pmatrix} b_1 & -\gamma_1 \\ b_2 & -\sigma C + \gamma_1 \end{pmatrix} = N f_1 ((b_1 + b_2) \gamma_1 - b_1 \sigma C)
= N f_1 ((q_1 p_1 \beta' - \mu' + (1 - \bar{f}) \sigma C') \gamma_1 - (F \beta' - \mu') \sigma C).
\]

We add \( J_2 + J_3 \) and sort the terms along \( \beta', \mu' \) and \( C' \),
\[
J_2 + J_3 = N (q_2 p_2 f_2 \gamma_2 + f_1 (q_1 p_1 \gamma_1 - F \sigma C)) \beta'
+ N (f_1 (\sigma C - \gamma_1) - f_2 \gamma_2) \mu' + N f_1 (1 - \bar{f}) \sigma C' \gamma_1.
\]

We reorganize the terms and use (4.11),
\[
J_2 + J_3 = N (q_1 p_1 f_1 \gamma_1 + q_2 p_2 f_2 \gamma_2 - F f_1 \sigma C) \beta'
+ N (f_1 (\sigma C - \gamma_2) \mu' + N f_1 (1 - \bar{f}) \sigma C' \gamma_1.
\]

We introduce some abbreviations,
\[
J_1 + J_2 + J_3 = a_0 - a_1 N \beta' + a_2 N \mu' + a_3 N C',
\]
with
\[
a_0 = f_1 f_2 \sigma C (\gamma_1 - \gamma_2), \quad a_1 = f_1 f_1 \sigma C - q_1 p_1 f_1 \gamma_1 - q_2 p_2 f_2 \gamma_2,
\]
\[
a_2 = f_1 \sigma C - \eta_2, \quad a_3 = f_1 (1 - \bar{f}) \sigma \gamma_1.
\]

**Lemma 7.** All \( a_j, \ j = 0, \ldots, 3, \) are positive except that \( a_2 = 0 \) if and only if \( q_j (1 - p_j) = 0 \) for \( j = 1, 2. \)

**Proof.** \( a_0 > 0 \) by (4.8) and \( a_3 > 0 \) by the fourth line of (4.13). The statements concerning \( a_2 \) follow from (4.14) and Remark 6. As for \( a_1 \), by (4.15),
\[
a_1 = (1 - \bar{f}) f_1 \sigma C + (q_1 f_1 + q_2 f_2) (a_2 + \eta_2) - q_1 p_1 f_1 \gamma_1 - q_2 p_2 f_2 \gamma_2.
\]
By the fourth line in (4.13),
\[ a_1 = f_1(\eta_1 - \eta_2) + (q_1 f_1 + q_2 f_2)(a_2 + \eta_2) - q_1 p_1 f_1 \gamma_1 - q_2 p_2 f_2 \gamma_2. \]

We reorganize the terms,
\[ a_1 = (q_1 f_1 + q_2 f_2) a_2 + f_1(\eta_1 - \eta_2(1 - q_1) - q_1 p_1 \gamma_1) + f_2 q_2(\eta_2 - p_2 \gamma_2). \] (4.24)

Since \( \eta_1 \geq \gamma_1 \),
\[ a_1 \geq f_1(q_1 a_2 + \eta_1(1 - p_1 q_1) - \eta_2(1 - q_1)) > 0. \]

By (4.22), \( J_1 + J_2 + J_3 > 0 \). We rewrite the determinant (4.20) and the trace (4.21) of \( J \) in terms of (4.23),
\[ \det J = N(q_2 p_2 \beta' - \mu') a_0, \quad \text{tr } J = N(F \beta' - \mu') - a_2. \]

So the Routh-Hurwitz coefficient of the Jacobian matrix \( J \) satisfies
\[ hJ := \det J - (\text{tr } J)(J_1 + J_2 + J_3) = N(q_2 p_2 \beta' - \mu') a_0 - (N(F \beta' - \mu') - a_2) \left( a_0 - a_1 N \beta' + a_2 N \mu' + a_3 N C' \right) \]
\[ = N(q_2 p_2 \beta' - \mu') a_0 + \left( N(\mu' - F \beta') + a_2 \right) \left( a_0 - a_1 N \beta' + a_2 N \mu' + a_3 N C' \right). \] (4.25)

We organize this expression along \( \beta', \mu', C' \),
\[ hJ = N \beta'(q_2 p_2 - F) a_0 + a_2 a_0 + \left( N(\mu' - F \beta') + a_2 \right) \left( -a_1 N \beta' + a_2 N \mu' + a_3 N C' \right). \] (4.26)

Since \( \mu \) is increasing, we obtain the following first stability result from Theorem 12.

**Theorem 8.** The ECE is locally asymptotically stable if the per capita birth rate \( \beta \) does not depend on the population density \( N \) and \( p_j < 1 \) and \( q_j > 0 \) for \( j = 1, 2 \).

**Proof.** If \( \beta \) does not depend on \( N \), \( \beta' = 0 \) and, by (4.26) and Lemma 7,
\[ hJ = a_2 a_0 + \left( N \mu' + a_2 \right) \left( a_2 N \mu' + a_3 N C' \right) \geq a_2 a_0 > 0. \]
\[ \square \]
We mention that the ECE is globally stable for initial data with \( N(0) > 0, f_1(0) > 0 \) and \( f_2(0) > 0 \) if both \( \beta \) and \( C \) do not depend on the population density \( N \) [9, Cor.6.6]. Since \( \mu \) is increasing, we can drop the terms multiplied by \( \mu' \) in (4.26),

\[
\begin{align*}
J & \geq \beta' (q_2p_2 - F)a_0 + a_2a_0 + \left( \alpha_2 - FN\beta' \right) \left( -a_1N\beta' + a_3NC' \right)
\end{align*}
\]

with equality holding if \( \mu \) is constant. Since all \( a_j \geq 0 \),

\[
\begin{align*}
J & \geq \beta' (q_2p_2 - F)a_0 - \beta' a_1a_2 - FN\beta' \left( -a_1N\beta' + a_3NC' \right)
\end{align*}
\]

(4.27)

with equality holding if \( \mu \) and \( C \) are constant and \( a_2 = 0 \).

If \( a, b \in \mathbb{R} \), we define

\[
b \succ a \quad \text{and} \quad b \succeq a
\]

if \( b > ca \) and \( b \geq ca \) respectively for some \( c > 0 \). Notice that both relations are transitive and that \( a > 0, b \succeq a \) implies \( b > 0 \) as does \( a \geq 0, b \succ a \). Further we use \( b \asymp a \) if \( b \) and \( a \) have the same sign.

Since \( \beta' \leq 0 \), we have the following result from (4.27) and Theorem 12.

**Proposition 9.** (a) \( hJ \geq (F - q_2p_2)a_0 + a_1a_2 + F\alpha_3NC' \), and the ECE is locally asymptotically stable if the right hand side is positive.

(b) If \( \mu \) and \( C \) are constant and \( q_j(1 - p_j) = 0 \) for \( j = 1, 2 \), then

\[
hJ \asymp (F - q_2p_2)a_0 + F(\alpha_1N\beta').
\]

and the matrix \( J \) in (4.16) has one negative eigenvalue and two complex conjugate eigenvalues with positive real part if the right hand side of this sign relation is negative.

**Proof.** See Theorem 12. If \( q_j(1 - p_j) = 0 \), then \( \eta_j = \gamma_j \) by (4.5) and \( a_2 = 0 \) by (4.23) and Remark 6. \( \Box \)

We see from this theorem that the ECE is locally asymptotically stable if \( F - q_2p_2 \geq 0 \) and \( a_2 > 0 \). Recall (4.15),

\[
F = 1 - \bar{f} + q_1f_1 + q_2f_2 \geq 1 + \bar{f}(\min\{q_1, q_2\} - 1) \geq \min\{q_1, q_2\}.
\]

Hence \( F - q_2p_2 \geq \min\{q_1 - q_2p_2, q_2(1 - p_2)\} \). Since \( a_2 > 0 \) if \( q_j > 0 \) and \( p_j < 1 \) for \( j = 1, 2 \), we have the following result.

**Theorem 10.** The ECE is locally asymptotically stable if \( q_j > 0 \) and \( p_j < 1 \) for \( j = 1, 2 \) and \( q_1 \geq q_2p_2 \).

Condition (b) in Theorem 3 which is necessary for the existence of the ECE then requires that the difference between the disease death rates \( \alpha_1 - \alpha_2 \) is sufficiently large. In particular, the ECE is locally asymptotically stable if the HT strain does not reduce the fertility of the host.
5 Stability if the coefficient of horizontal transmission is either slightly super-threshold or large

By Theorem 3, the ECE exists when the coefficient of horizontal transmission, \( \sigma \), is larger than some threshold value \( \sigma^\# \). Further the population size \( N \) at the ECE does not depend on \( \sigma = \sigma^\# \). By (4.10),

\[
\sigma^\# = \frac{\eta_1 - \eta_2}{\gamma_1 - \gamma_2} \gamma_1.
\]  

(5.1)

In the following we let \( \sigma \searrow \sigma^\# \). By (4.13), \( f_2 \to 0 \) while \( f_1 \) remains bounded away from 0. By (4.23), \( a_0 \to 0 \) while \( a_1, a_2, a_3 \) remain bounded away from 0. By (4.15), \( F \to 1 - (1 - q_1) f_1 \) also remains bounded away from 0. By Proposition 9 (a), \( hJ \) remains bounded away from 0 with positive value as \( \sigma \searrow \sigma^\# \), and the ECE is locally asymptotically stable if \( \sigma \) is slightly larger than the existence threshold \( \sigma^\# \).

We now turn to large values of \( \sigma \). By (4.13),

\[
\begin{align*}
f_1 &\to \frac{\eta_2 - \gamma_2}{\gamma_1 - \gamma_2} > 0 \tag{5.2} \\
f_2 &\to \frac{\eta_2}{\gamma_1 - \gamma_2} > 0 \\
1 - \bar{f} &\to 0.
\end{align*}
\]

By (4.15),

\[
F \sigma \sim q_1 f_1 + q_2 f_2.
\]

By Proposition 9 (a) and (4.23),

\[
hJ \succ (F - q_2 p_2) a_0 + a_1 a_2
\]

\[
\sigma \sim \left( (q_1 f_1 + q_2 f_2 - q_2 p_2) f_2 (\gamma_1 - \gamma_2) + (q_1 f_1 + q_2 f_2) f_1 \sigma C \right) f_1 \sigma C.
\]  

(5.3)

Figure 1: Curves of stability change for frequency-dependent incidence, left \((\sigma, \alpha_1)\), right \((\sigma, \alpha_2)\). See Remark 4 (c).
The right hand side of (5.3) converges to $\infty$ as $\sigma \to \infty$, and and the ECE is locally asymptotically stable for sufficiently large $\sigma$ by Proposition 9 (a).

If the horizontal incidence is frequency-dependent, the ECE can lose its stability for intermediate values of $\sigma$. See Figure 1. The stability boundaries have been found numerically by solving the equation $\hbar J = 0$ for $\sigma$ and $\alpha_1$ (or $\alpha_2$). These numerical calculations also show that, under frequency-dependent incidence, the stability loss can occur for intermediate values of the disease-death rates $\alpha_1$ and $\alpha_2$. We have no analytic corroboration of this phenomenon because the dependence of the coefficients $a_j$ in (4.23) on $\alpha_1$ and $\alpha_2$ is quite complex.

6 Stability for density-dependent incidence

We assume that the incidence is of mass-action type, in other words density-dependent: $C(N)$ is proportional to $N$. Then $NC' = C$ and, by Proposition 9 (a),

$$\hbar J \succ (F - q_2 \rho_2) a_0 + a_1 a_2 + Fa_3 C,$$

and it is sufficient for the stability of the ECE that the right hand side of this relation is positive. The rest of this section is devoted to showing the latter.

Recall that, for $a, b \in \mathbb{R}$, we have defined the relations

$$b \succ a \quad \text{and} \quad b \succeq a$$

by $b > ca$ and $b \geq ca$ respectively for some $c > 0$. Notice that both relations are transitive. Further $a > 0, b \succeq a$ implies $b > 0$ as does $a \geq 0, b \succ a$.

Since $0 \leq p_j \leq 1$ and $a_j \geq 0$,

$$\hbar J \succ (F - q_2) a_0 + a_1 a_2 + Fa_3 C,$$

and, by (4.24),

$$a_1 \geq f_1 (\eta_1 - \eta_2 (1 - q_1) - q_1 \gamma_1).$$

We substitute the second relation into the first, use (4.23), and divide by $f_1$,

$$\hbar J \succeq (F - q_2) f_2 \sigma C (\gamma_1 - \gamma_2)$$

$$+ (f_1 \sigma C - \eta_2) (\eta_1 - \eta_2 (1 - q_1) - q_1 \gamma_1) + F (1 - \bar{f}) \sigma C \gamma_1.$$

By the third and fourth equations in (4.13),

$$\hbar J \succeq (F - q_2) (\sigma C (\gamma_1 - \eta_2) - \gamma_1 (\eta_1 - \eta_2))$$

$$+ (f_1 \sigma C - \eta_2) (\eta_1 - \eta_2 (1 - q_1) - q_1 \gamma_1) + F (\eta_1 - \eta_2) \gamma_1.$$
Some of the terms with \( F \) cancel. Since \( \eta_1 \geq \gamma_1 \) and \( f_1 \sigma C - \eta_2 = a_2 \geq 0 \),
\[
hJ \succeq (F - q_2) \sigma C(\gamma_1 - \eta_2) + q_2 \gamma_1(\eta_1 - \eta_2) + (f_1 \sigma C - \eta_2)(\gamma_1 - \eta_2)(1 - q_1).
\]
We collect the terms with \( \sigma C \),
\[
hJ \succeq (F - q_2 + f_1(1 - q_1)) \sigma C(\gamma_1 - \eta_2) + q_2 \gamma_1(\eta_1 - \eta_2) - \eta_2(\gamma_1 - \eta_2)(1 - q_1).
\]
We multiply by \( \gamma_1 - \gamma_2 \),
\[
hJ \succeq a_6(\gamma_1 - \eta_2) + q_2 \gamma_1(\eta_1 - \eta_2)(\gamma_1 - \gamma_2) - \eta_2(\gamma_1 - \eta_2)(1 - q_1)(\gamma_1 - \gamma_2) \tag{6.3}
\]
with
\[
a_6 = (\gamma_1 - \gamma_2)(F - q_2 + f_1(1 - q_1)) \sigma C. \tag{6.4}
\]
Our next steps will yield an inequality for \( a_6 \) which we will then substitute into (6.3). By (4.15),
\[
a_6 = (\gamma_1 - \gamma_2)(1 - \bar{f} + q_1 f_1 + q_2 f_2 - q_2 + f_1(1 - q_1)) \sigma C
\]
\[
= (\gamma_1 - \gamma_2) \sigma C(1 - \bar{f} + f_1 + q_2 f_2 - q_2).
\]
Since \( \bar{f} = f_1 + f_2 \),
\[
a_6 = (\gamma_1 - \gamma_2) \sigma C(1 - f_2)(1 - q_2) = (1 - q_2)((\gamma_1 - \gamma_2) \sigma C - (\gamma_1 - \gamma_2) \sigma C f_2).
\]
By the formula for \( f_2 \) in (4.13),
\[
a_6 = (1 - q_2)((\gamma_1 - \gamma_2) \sigma C - \sigma C(\gamma_1 - \eta_2) + \gamma_1(\eta_1 - \eta_2))
\]
\[
= (1 - q_2)(\sigma C(\eta_2 - \gamma_2) + \gamma_1(\eta_1 - \eta_2)).
\]
By (4.10), \( \sigma C \geq \gamma_1 \) and
\[
a_6 \geq \gamma_1(1 - q_2)(\eta_1 - \gamma_2).
\]
We substitute this inequality for \( a_6 \) into (6.3) and drop \( q_1 \),
\[
hJ \succeq \gamma_1(1 - q_2)(\eta_1 - \gamma_2)(\gamma_1 - \eta_2) + q_2 \gamma_1(\eta_1 - \eta_2)(\gamma_1 - \gamma_2)
\]
\[
- \eta_2(\gamma_1 - \eta_2)(\gamma_1 - \gamma_2).
\]
We reorganize the RHS,
\[
hJ \succeq (1 - q_2)(\gamma_1 - \eta_2)\gamma_1(\eta_1 - \gamma_2) - \eta_2(\gamma_1 - \eta_2)
\]
\[
+ q_2(\gamma_1 - \gamma_2)(\gamma_1(\eta_1 - \eta_2) - \eta_2(\gamma_1 - \eta_2)).
\]
We recall (4.8), \( \eta_1 > \gamma_1 > \eta_2 > \gamma_2 \), and
\[
hJ \succeq (1 - q_2)(\gamma_1 - \eta_2)\gamma_1(\gamma_1 - \eta_2) - \eta_2(\gamma_1 - \eta_2)
\]
\[
+ q_2(\gamma_1 - \gamma_2)(\gamma_1(\eta_1 - \eta_2) - \eta_2(\gamma_1 - \eta_2))
\]
\[
= (\gamma_1 - \gamma_2)(\gamma_1 - \eta_2)^2 > 0.
\]
By Proposition 9 (a), the ECE is locally asymptotically stable.
Figure 2: Curves of stability change for frequency-dependent incidence, left $(p_1, q_1)$, right $(p_2, q_1)$. See Remark 4 (c).

7 Instability can occur for frequency-dependent incidence

Assume that $\mu$ is constant. We consider frequency-dependent incidence, i.e., $C$ is constant as well. For a moment, we assume that $p_2 = 1 = q_2$, and $p_1 = 1$ or $q_1 = 0$. These are boundary cases of the assumptions $q_j \in (0, 1)$ and $p_j < 1$, $j = 1, 2$, that we have made for the existence of the ECE. We make this assumption, nevertheless, in order to get information on the eigenvalues of the Jacobian matrix $J$. Since these depend continuously on the entries of the matrix, we can then draw conclusions for the case that $p_2$ and $q_2$ are close to one and that $p_1$ is close to one or $q_1$ is close to 0.

We use $\propto$ if two real numbers have the same sign. This establishes a transitive relation. By Proposition 9 (b),

$$hJ \propto (F - 1)a_0 + F (-a_1 N \beta').$$

(7.1)

By (4.13) and (4.23),

$$1 - \bar{f} = \frac{\gamma_1 - \gamma_2}{\sigma C}, \quad f_1 = \frac{\gamma_2}{\sigma C}, \quad f_2 = 1 - \frac{\gamma_1}{\sigma C},$$

$$a_0 = \gamma_2 f_2 (\gamma_1 - \gamma_2), \quad a_1 = f_1 (\gamma_1 - \gamma_2) (1 - q_1).$$

Notice that all expressions except $N \beta'(N)$ do not depend on $N$ but on $\beta(N) = \mu + \alpha_2$ (Theorem 3 (b)). By choosing $\sigma C > 0$ large enough and $q_1 < 1$, we make the coexistence equilibrium feasible and $F < 1$, $a_0 > 0$. Let $\psi$ be any strictly decreasing positive function on $\mathbb{R}_+$ with $\psi(0) > \mu + \alpha_2$, $\psi(x) \to 0$ as $x \to \infty$. We make the ansatz

$$\beta(N) = \psi(b + \epsilon N), \quad N \geq 0,$$

(7.2)

with $b \geq 0$ and $\epsilon > 0$. Equation (4.7) for the equilibrium host population size, $\beta(N) = \mu + \alpha_2$, then takes the form

$$b + \epsilon N = \psi^{-1}(\mu + \alpha_2).$$

(7.3)
Further

\[ N \beta'(N) = \psi'(b + \epsilon N)\epsilon N = \psi'\left(\psi^{-1}(\mu + \alpha_2) + \epsilon N\right). \tag{7.4} \]

We now choose \( \epsilon N > 0 \) so small that \( hJ < 0 \) and \( b := \psi^{-1}(\mu + \alpha_2) - \epsilon N \geq 0 \). By manipulating \( \epsilon \) we can have \( N \) as small or as large as we want. This will not change the ratio of \( N \) to the carrying capacity \( K \) which is

\[ \frac{N}{K} = \frac{\psi^{-1}(\mu + \alpha_2) - b}{\psi^{-1}(\mu) - b} = \frac{\epsilon N}{\psi^{-1}(\mu) - b}. \tag{7.5} \]

This shows that the ratio of the host population size at the ECE to the one at the disease-free carrying capacity is small.

By continuity, we can have \( hJ < 0 \) also if \( p_2 \) and \( q_2 \) are smaller than 1, but almost 1, i.e. the VT strain is almost perfectly vertically transmitted and causes almost no fertility reduction, and if \( q_1(1 - p_1) \) is close enough to 0, i.e. the HT strain is almost perfectly vertically transmitted or sterilizes the host almost completely. See Figures 2 and 3.

The instability of the ECE follows from Theorem 12. One eigenvalue of the Jacobian matrix is negative, but the other two are complex conjugate with positive real part.

### 8 Discussion

The host-parasite model in Section 3.1 with one exclusively vertically transmitted strain (VT strain for short) and a second horizontally (and perhaps also vertically) transmitted strain (HT strain for short) has many remarkable properties some of which have been presented before. The first is the paradox that the ratio of horizontal to vertical transmission decreases if the coefficient, \( \sigma \), of horizontal transmission increases [13]. This phenomenon has also been observed in the simulations of a discrete-time model [31]. The second (also observed in numerical simulations of somewhat different models [29, 31]) is that the vertically transmitted strain that would go extinct by itself can persist by protecting the host against the more virulent horizontally transmitted strain [9].

The third feature, presented in this paper, is the possible loss of stability of the endemic coexistence equilibrium (ECE) for frequency-dependent (alias standard) incidence. This was quite
Figure 4: The graphs of $N$, $I_1$, and $I_2$ with respect to time, for density-dependent incidence. See Remark 4.

unexpected and was only considered a possibility after, for a long time, finding satisfactory conditions for local stability eluded in the algebraic maze of checking the Routh-Hurwitz criterion.

These are various sufficient conditions that we eventually found for the ECE (provided it exists) to be locally asymptotically stable:

- the per capita host birth rate $\beta$ does not depend on the population density $N$ (Theorem 8),
- the HT strain does not reduce the fertility of the host more than the VT strain (but causes more disease deaths) (Theorem 10),
- the coefficient of horizontal transmission $\sigma$ is either very large or slightly above its existence threshold for the ECE (Section 5, Figure 1),
- the incidence is density-dependent (i.e. of mass-action type) (Section 6, Figures 4 and 6).

The ECE is found to be unstable in an oscillatory way (the associated Jacobian matrix has one negative eigenvalue and two complex conjugate eigenvalues with positive real part), if all of the following hold (Section 7):

- frequency-dependent (alias standard) incidence,
  and
- the per capita birth rate $\beta$ depends on the population density $N$ (but not too strongly), and the per capita mortality rate $\mu$ only very weakly depends on the population density $N$, and
Figure 5: The graphs of $N$, $I_1$, and $I_2$ with respect to time, for frequency-dependent incidence. See Remark 4.

- the VT strain is almost perfectly vertically transmitted and causes very little fertility reduction, and
- the HT strain is almost perfectly vertically transmitted or causes almost complete sterilization.

See Figures 2 and 3. Though we have not proved the occurrence of undamped oscillations analytically, their existence is suggested by the two complex conjugate eigenvalues with positive real part of the Jacobian matrix and has been confirmed by numerical solution of the differential equations (Figures 5 and 6).

Our model has mainly been motivated by endophytic fungal diseases in grasses [13, Sec.7], but applies to many more situations. Among other things, it applies when there are two different parasites rather than two strains of the same parasite that afflict one host (epidemiological interference [6, 11]).

A model for one host and two viruses with cross-protection is considered in [1, Sec.5]. One virus is exclusively horizontally transmitted, and the other is horizontally and/or vertically transmitted. Frequency-dependent incidence is assumed, and the viruses can cause fatalities, but do not reduce fertility. It is possible to interpret this model in our framework as one with density-independent per capita birthrate $\beta = b$ and density-dependent natural per capita mortality rate $\mu(N) = b - f(N)$, and vertical transmission rate $p_2\beta = b - b_2$ where $b, b_2,$ and $f(N)$ are from the notation used in [1, Sec.5]. So the dynamics in both frameworks agree in so far that the ECE is globally asymptotically stable whenever it exists [1, Thm.1.1(v)(a)] [9, Cor.6.6]. If the second
strains is exclusively vertically transmitted as in our model, the local stability also holds for general (horizontal) incidence of the first strain (Theorem 8).

In comparison, Section 7 confirms the destabilizing potential of disease-reduced host fertility or of other ways the disease affects host reproduction [5, Fig.6] [2, 10, 16, 37, 39].

8.1 Comparison to other multiple strain models with undamped oscillations

There is an ongoing interest in which mechanisms can cause undamped oscillations in endemic models [22, 23]. We have found undamped oscillations in a model of

- SI type, two strains, three ODEs, frequency-dependent (standard) incidence, vertical transmission, fertility reduction, and complete cross-protection.

Most multi-strain models with undamped oscillations that are reported in the literature are considerably more complex and have density-dependent (mass-action) incidence:

- SIR type, three strains, nine ODEs, density-dependent incidence and partial cross-immunity [28],
- SIR type, two strains, age structure (PDE), density-dependent incidence, complete cross-protection and partial cross-immunity [3, 8].

A model that has a similarly simple structure as ours is the one in [27] that features

- SIR type, two strains, three ODEs, complete cross-protection and complete cross-immunity, mutation from the first to the second strain (R stands for ‘removed’).

Complete cross-immunity means that an individual that recovers from infection with one strain is immune to all strains. The last model has been formulated for frequency-dependent incidence, but this is not relevant for the large-time behavior because the total population size has a limit as time tends to infinity (nobody dies from the disease and the population turnover is modeled by constant recruitment).

Differently from our model, where the oscillations are driven by some interplay between frequency-dependent incidence and fertility reduction by the disease, the undamped oscillations in [27] appear to be driven by an ongoing mutation from the first to the second strain.

Another simple model two-strain model with undamped oscillations is the one whose dynamics are depicted in [26, Fig.1],

- SIS type with vaccination, two strains with superinfection, three ODEs.

The general model in [26] consists of ordinary and partial differential equations, but [26, Fig.1] considers the special case that the return rate of vaccinated individuals into the susceptible class does not depend on vaccination-age. So the model collapses to a system of four ODEs. Since, differently from our model, the population turnover is of constant recruitment type and there are
Figure 6: Phase plane projection of $f_1$ and $f_2$. See Remark 4.

no disease deaths, the total population size converges as time tends to infinity and the system is asymptotically autonomous with a limit system of three ODEs. The model has been formulated for frequency-dependent incidence, but this is not relevant for the large-time behavior because of the convergent total population size. Further it has return of infective and vaccinated individuals into the susceptible class. These last features are missing in an otherwise similar model [32] for which no undamped oscillations are mentioned, but may not have been looked for.

There are other models with multiple parasite strains or multiple parasites that exhibit undamped oscillations, but they contain ingredients like infection-age dependent infectivity or/and return into the susceptible class or isolation that are known to lead to undamped oscillations just by themselves [33, 36].

8.2 Density versus frequency dependence

In our model, the endemic coexistence equilibrium (ECE) is always locally asymptotically stable for density-dependent (horizontal) incidence, but can be unstable for frequency-dependent incidence (though only for rather extreme parameter values for vertical transmission and fertility reduction). See Section 6 and Section 7 and the Figures 4, 5, and 6. In these figures, the parameters have the same values (see Remark 4). For frequency-dependent incidence we use $C(N) = 1$, while for density-dependent incidence we use $C(N) = \frac{N}{N^*}$. Here $N^*$ is the population size at the ECE and does not depend on the choice of the horizontal incidence. So the ECE is the same for both incidence types. The Routh-Hurwitz coefficient of the Jacobian matrix is $\mu J \approx -0.000113$ for frequency-dependent incidence, and $\mu J \approx 0.002308$ for density-dependent incidence, see (4.26).

The same relation between incidence and stability (the ECE is stable for density-dependent
incidence, but can be unstable for frequency-dependent incidence) has been observed in a model for HIV/AIDS with infection-age dependent infectivity [35, 42].

An opposite relation has been observed for endemic models that include an exposed class and fertility reduction for infectious and possibly exposed individuals: global stability of the endemic equilibrium occurs for frequency-dependent incidence, and undamped oscillations can occur for density-dependent incidence [16, 19, 37]. Similarly, undamped oscillations can occur in SIS endemic models with two hosts and one parasite for density-dependent, but not frequency-dependent incidence [20, 24, 25]. Periodic solutions have even been found for two competing host species only one of which is afflicted by a parasite provided that the incidence is density-dependent [44, 45]. One readily checks that the analogous model in [44] with frequency-dependent incidence has all trajectories converging towards an equilibrium. The mathematical mechanism for the relation between stability and frequency-dependent incidence in these papers is as follows: Rewriting the model in terms of the fraction of infectious (and possible removed) individuals, one can decouple a subsystem of at most two dimensions from the rest of the system and subject it to Poincaré/Bendixson and Dulac theory. If such a reduction of dimensionality does not occur for frequency-dependent incidence, it can as easily or even more easily associate itself with an unstable endemic equilibrium as density-dependent incidence.

A The characteristic polynomial

Let $A$ be a square matrix of size $n$ and $I$ the identity matrix of size $n$. Then $\det(A - \lambda I)$ is a polynomial of degree $n$,

$$\det(A - \lambda I) = \sum_{j=0}^{n} \gamma_j \lambda^j \quad \text{(A.1)}$$

as can be shown by induction of the size of the matrix. It is easy to see from row or column expansion that $\gamma_n = (-1)^n$. Setting $\lambda = 0$, we see that $\gamma_0 = \det A$. In order to determine the other coefficients, remember the following about the differentiation of determinants:

Let $B(\lambda)$ be a family of square matrices of same size, the coefficients of which are differentiable functions of $\lambda$. Since the determinant is a linear function of each of its columns,

$$\frac{d}{d\lambda} \det B(\lambda) = \sum_{k=1}^{n} \det B_k(\lambda) \quad \text{(A.2)}$$

where $B_k(\lambda)$ is the matrix that results from $B(\lambda)$ by replacing the $k^{th}$ column by its derivative,

$$B_k = \begin{pmatrix} b_{11} & \ldots & b_{1,k-1} & b'_{1k} & b_{1,k+1} & \ldots & b_{1n} \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ b_{n1} & \ldots & b_{n,k-1} & b'_{nk} & b_{n,k+1} & \ldots & b_{nn} \end{pmatrix}.$$ 

So

$$\frac{d}{d\lambda} \det(A - \lambda I) = \sum_{k=1}^{n} \det B_k(\lambda),$$
where \( B_k(\lambda) \) results from \( A - \lambda \mathbb{I} \) by replacing the \( k^{th} \) column by the column which has \((-1)\) in the \( k^{th} \) row and zeros otherwise. Expanding the determinant along this column, \( \det B_k(\lambda) = - \det(\tilde{A}_{kk} - \lambda \mathbb{I}) \) where \( \tilde{A}_{jk} \) is the matrix of size \( n - 1 \) resulting from \( A \) by removing the \( j^{th} \) row and the \( k^{th} \) column. Evaluating the derivative at \( \lambda = 0 \) yields

\[
\gamma_1 = - \sum_{k=1}^{n} A_k,
\]

where \( A_k = \det \tilde{A}_{kk} \) is the determinant of the matrix that results from \( A \) by deleting the \( k^{th} \) column and row. One can continue this differentiation procedure, but the expressions one obtain become unwieldy most of the time. If one differentiates \( n - 1 \) times and evaluates at \( \lambda = 0 \), one obtains sums of determinants of matrices that result from \( A \) by \( n - 1 \) times removing rows and columns of the same number and are matrices of size 1 consisting of a diagonal entry of \( A \). In the process one obtains a specific diagonal entry as many times as there are permutations of a set with \( n - 1 \) elements, i.e., \((n - 1)! \) times. This shows that

\[
\gamma_{n-1} = (-1)^{n-1} \sum_{k=1}^{n} a_{kk} = (-1)^{n-1} \text{tr} A
\]

is the trace of \( A \). By the fundamental theorem of algebra, with \( \lambda_1, \ldots, \lambda_n \) being the eigenvalues of \( A \),

\[
\det(A - \lambda \mathbb{I}) = \prod_{k=1}^{n} (\lambda_k - \lambda)
= (-1)^n \lambda^n + (-1)^{n-1} \lambda^{n-1} \sum_{k=1}^{n} \lambda_k + \cdots - \lambda \sum_{k=1}^{n} \prod_{j=1}^{n} \lambda_j + \prod_{k=1}^{n} \lambda_k. \tag{A.3}
\]

A comparison of coefficients shows that

\[
\det A = \prod_{k=1}^{n} \lambda_k, \quad \text{tr} A = \sum_{k=1}^{n} \lambda_k, \quad \sum_{k=1}^{n} A_k = \sum_{k=1}^{n} \prod_{j=1}^{n} \lambda_j. \tag{A.4}
\]

We summarize these results for quadratic matrices of size 3,

\[
\det(A - \lambda \mathbb{I}) = -\lambda^3 + (\text{tr} A) \lambda^2 - \left( \sum_{k=1}^{3} A_k \right) \lambda + \det A. \tag{A.5}
\]

Further we have the following relations for the eigenvalues \( \lambda_1, \lambda_2, \lambda_3 \):

\[
\det A = \lambda_1 \lambda_2 \lambda_3, \quad \text{tr} A = \lambda_1 + \lambda_2 + \lambda_3, \tag{A.6}
\]

\[
A_1 + A_2 + A_3 = \lambda_1 \lambda_2 + \lambda_1 \lambda_3 + \lambda_2 \lambda_3.
\]
Proposition 11 (Routh-Hurwitz criterion). Consider the polynomial equation $\lambda^3 + a_1\lambda^2 + a_2\lambda + a_3 = 0$. The following hold if $a_1 > 0$ and $a_3 > 0$:

(a) If $a_2a_1 > a_3$, all roots $\lambda$ have strictly negative real parts.

(b) If $a_2a_1 - a_3 = 0$, then one root is strictly negative and two roots are purely imaginary and conjugate to each other.

(c) If $a_2 \geq 0$ and $a_2a_1 < a_3$, then one root is strictly negative and two roots are complex conjugate and have strictly positive real parts.

In particular, all roots have strictly negative real parts if and only if $a_1 > 0$, $a_3 > 0$, and $a_1a_2 > a_3$.

Assume that the coefficients $a_j$ of the polynomial are continuously differentiable functions on an open interval $I$ containing 0 and that $a_j(0) > 0$ for $j = 1, 3$ and $a_1(0)a_2(0) = a_3(0)$. Then the roots $\lambda_1$, $\lambda_2$, $\lambda_3$ are continuously differentiable on some interval $\tilde{I} \subseteq I$, $0 \in \tilde{I}$, $\lambda_2(0)$ and $\lambda_3(0)$ are imaginary roots conjugate to each other and $\lambda'_2(0) + \lambda'_3(0)$ has the same sign as $(a_2a_1 - a_3)'(0)$.

Cf. [30, p.490].

Proof. We only prove (a), (b), (c) and the last statement. Let $\lambda_1$, $\lambda_2$, $\lambda_3$ be the zeros of the polynomial which, by the fundamental theorem of algebra, equals

$$\begin{align*}
(\lambda - \lambda_1)(\lambda - \lambda_2)(\lambda - \lambda_3) \\
= \lambda^3 - \lambda^2(\lambda_1 + \lambda_2 + \lambda_3) + \lambda(\lambda_1\lambda_2 + \lambda_1\lambda_3 + \lambda_2\lambda_3) - \lambda_1\lambda_2\lambda_3.
\end{align*}$$

We compare the coefficients,

$$a_1 = -(\lambda_1 + \lambda_2 + \lambda_3), \quad a_2 = \lambda_1\lambda_2 + \lambda_1\lambda_3 + \lambda_2\lambda_3, \quad a_3 = -\lambda_1\lambda_2\lambda_3.$$  \hfill (A.7)

Notice that also in (a) and (b), $a_2 \geq 0$. So the following hold:

$\lambda_1 + \lambda_2 + \lambda_3 < 0$, \quad $\lambda_1\lambda_2\lambda_3 < 0$, \quad $\lambda_1\lambda_2 + \lambda_1\lambda_3 + \lambda_2\lambda_3 \geq 0$.

At least one root is real, let us say $\lambda_1$. Suppose that $\lambda_1 \geq 0$. Then $\lambda_1 > 0$. We multiply the third condition by $\lambda_1$,

$$0 \leq \lambda_2^2(\lambda_2 + \lambda_3) + \lambda_1\lambda_2\lambda_3.$$  \hfill (A.8)

Since $\lambda_1\lambda_2\lambda_3 < 0$, we have $\lambda_2 + \lambda_3 \geq 0$ and so $\lambda_1 + \lambda_2 + \lambda_3 \geq 0$, a contradiction. So $\lambda_1 < 0$.

The roots $\lambda_2$ and $\lambda_3$ are either both real or they are complex conjugates. If $\lambda_2$ and $\lambda_3$ are both real, we can apply the previous consideration and obtain that all roots are negative.

By (A.7),

$$a_3 - a_1a_2 = (\lambda_1 + \lambda_2 + \lambda_3)a_2 - \lambda_1\lambda_2\lambda_3$$

$$= (\lambda_2 + \lambda_3)a_2 + \lambda_1(\lambda_1\lambda_2 + \lambda_1\lambda_3 + \lambda_2\lambda_3) - \lambda_1\lambda_2\lambda_3$$

$$= (\lambda_2 + \lambda_3)(a_2 + \lambda_1^2).$$
(a) By (A.8), $\lambda_2 + \lambda_3 < 0$. By our previous considerations, $\lambda_2$ and $\lambda_3$ are strictly negative or they are complex conjugates. In the second case, their real parts are strictly negative.

(b) We now assume that $a_2a_1 - a_3 = 0$. By (A.8), $\lambda_2 + \lambda_3 = 0$. Since there is no non-negative root, $\lambda_2$ and $\lambda_3$ are imaginary and conjugate to each other.

(c) As before $\lambda_1 < 0$ and there are no non-negative roots. By (A.8), $\lambda_2 + \lambda_2 > 0$ and $\lambda_2$ and $\lambda_3$ are conjugate complex roots with strictly positive real part.

Since all roots $\lambda_j(\xi)$, $j = 1, 2, 3$, are simple in a neighborhood of $\xi = 0$, we can apply the implicit functions theorem to the polynomial, and obtain that each $\lambda_j(\xi)$ is a continuously differentiable function of $\xi$ in a neighborhood of 0. By (A.8),

\[(a_3 - a_1a_2)'(0) = (\lambda_2 + \lambda_3)'(0)(a_2(0) + \lambda_1^2(0)).\]

In order to relate Proposition 11 to the eigenvalues of a $3 \times 3$ matrix $A$ we combine (A.6) and (A.7),

\[a_1 = -\text{tr}A, \quad a_2 = \sum_{k=1}^{3} A_k, \quad a_3 = -\det A. \tag{A.9}\]

We define the Routh-Hurwitz coefficient of the $3 \times 3$ matrix $A$ as

\[hA := \det A - (\text{tr}A)\left(\sum_{k=1}^{3} A_k\right) = a_1a_2 - a_3. \tag{A.10}\]

Here $A_k$ is the determinant of the $2 \times 2$ matrix that results from $A$ by deleting the $k^{th}$ row and column.

Since the eigenvalues of $A$ are the roots of the characteristic polynomial, we obtain the following result by using (A.9) and (A.10) in Proposition 11.

**Theorem 12.** All eigenvalues of $A$ are strictly negative if and only if the trace and the determinant of $A$ are strictly negative and $hA > 0$.

If the trace and the determinant of $A$ are strictly negative, the following hold:

(a) If $hA = 0$, then one eigenvalue is strictly negative, $\lambda = \text{tr}A$, and two eigenvalues are purely imaginary and conjugate to each other, $\lambda_{\pm} = \pm i\omega$, $\omega^2 = \frac{\det A}{\text{tr}A}$.

(b) If $\sum_{k=1}^{3} A_k \geq 0$ and $hA < 0$, then one root is strictly negative and two roots are complex conjugate and have strictly positive real part.

**Theorem 13.** Consider the parameterized autonomous ODE system

\[x' = g(\theta, x)\]
with a twice continuously differentiable function \( g : I \times V \rightarrow \mathbb{R}^3 \) where \( I \) is an open interval and \( V \) an open subset of \( \mathbb{R}^3 \). Assume that there exist equilibria \( x^*(\theta) \in V, \theta \in I, g(\theta, x^*(\theta)) = 0 \).

Let \( A(\theta) = D_x g(\theta, x^*(\theta)) \) be the Jacobian matrix of \( g(\theta, \cdot) \) at \( x^*(\theta) \).

Assume that there is some \( \theta_0 \in I \) such that \( \text{tr} \, A(\theta_0) < 0, \det A(\theta_0) < 0, \) and \( \| \frac{d}{d\theta} A(\theta_0) \| 
eq 0 \).

Then there is a Hopf bifurcation at \( \theta_0 \): there exists an open interval \( J \ni 0 \) and continuously differentiable functions \( \Theta : J \rightarrow I \) and \( \omega : J \rightarrow (0,\infty) \) and a family of non-constant periodic solutions \( x_s, s \in J \), \( x'_s = g(\Theta(s), x_s) \) such that

1. \( \Theta(0) = \theta_0, \quad \omega(0)^2 = \frac{\det A(\theta_0)}{\text{tr} A(\theta_0)}. \)

2. \( x_s \) has period \( \omega(s) \).

3. \( \sup |x_s(\mathbb{R})| \rightarrow 0 \) as \( s \rightarrow 0 \).
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