Mesh Refinement For Stabilized Convection Diffusion Equations
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Abstract. We derive a residual a posteriori error estimates for the subscales stabilization of convection diffusion equation. The estimator yields upper bound on the error which is global and lower bound that is local.
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1. Introduction

In a water pollution problem, early detection is most important to take swift and appropriate measures. The prediction of the contamination scale by rapid actions is also important to help prevent or mitigate related damage at downstream. The accurate method to predict the scale of the pollution impact is needed. The transport and diffusion of ingredient in a flow field is a basic process in modelling air/water pollution propagation. This process is governed by the convection-diffusion equation and subjected to random fluctuations. Numerical methods are important in determining the concentration of pollutants and understanding the change of pollutant concentration.

In many applications areas involving the mathematical modelling of convection diffusion and reaction processes, diffusion can be small (compared to the convection and the reaction coefficients), degenerate, or even identically equal to zero in subregions of the computational domain. Stabilized finite element methods are particularly interesting for those cases [3-8]. Here we consider such convection-diffusion equation stabilized by subscales method with adaptive
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mesh refinement to solve in a domain $\Omega \subset \mathbb{R}^n$, $n = 2, 3$, the following concentration equation

$$\begin{align*}
div(\beta u - \varepsilon \nabla u) + \sigma u &= f \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{align*}$$

(1.1)

(1.2)

where $u$ is the concentration, $\varepsilon > 0$ is the diffusion coefficient, $\beta \in (W^{1,\infty}(\Omega))^n$ is the pore water velocity, $\sigma \in L^\infty(\Omega)$ is the reaction term and $f \in L^2(\Omega)$ is the production rate. We suppose that the pore water velocity $\beta$ is solenoidal in space. We define the operator

$$\mathcal{L} = \text{div}(\beta u - \varepsilon \nabla u) + \sigma u.$$

(1.3)

The weak form of the problem is to seek $u \in H^1_0(\Omega)$, such that

$$a(u, w) = l(w) \quad \forall w \in H^1_0(\Omega),$$

(1.4)

where $a(u, w) = \varepsilon(\nabla u, \nabla w) + (\beta \nabla u + \sigma u, w)$ and $l(w) = (f, w)$.

## 2. Subscales finite element stabilization

Let $V_{h,0} \subset H^1_0(\Omega)$, be a conforming finite element space of piecewise polynomials. The standard Galerkin approximation of (1.4) is to find $u_h \in V_h$, such that

$$a(u_h, w_h) = l(w_h) \quad \forall w_h \in V_{h,0}.$$

(2.1)

The standard Galerkin method lacks stability for near-hyperbolic problem. The key idea of the multiscale formulation in [7] is to consider $V_0 = H^1_0(\Omega)$ as the direct sum of two spaces

$$V_0 = V_{h,0} \oplus \tilde{V},$$

(2.2)

where $V_{h,0}$ is the space of resolved scales and $\tilde{V}$ is the space of subgrid scales. We can now split the problem (2.1):

$$a(u_h + \tilde{u}, w_h) = l(w_h) \quad \forall w_h \in V_{h,0},$$

(2.3)

$$a(u_h + \tilde{u}, \tilde{w}) = l(\tilde{w}) \quad \forall \tilde{w} \in \tilde{V}.$$

(2.4)

The subscales are modeled analytically using subscales approximation in [5], $\tilde{u} = \tau_T \mathcal{R} u_h$, where $\tau_T$ is called the relaxation time and $\mathcal{R} u_h := \gamma - \mathcal{L} u_h$ is the grid scale residual. After integration by parts on each element, the equation for the grid scales reads

$$a(u_h, w_h) + \sum_{T \in T_h} (\tilde{u}, \mathcal{L}^* w_h) = l(w_h) \quad \forall w_h \in V_{h,0},$$

(2.5)

where $\mathcal{L}^*$ is the adjoint of $\mathcal{L}$. The final equation for the resolved scales includes the usual Galerkin terms and some additional volume integrals evaluated element by element. Since the subscales $\tilde{u}$ are proportional to the grid scale residual, the method is residual-based and therefore, automatically consistent.
3. A posteriori error estimates

The purpose is to get local lower and global upper bounds for the error measured in the energy norm
\[ \|v\|^2 = \varepsilon \|\nabla v\|^2_{\Omega} + \|v\|^2_{\Omega}. \]

Let \( \mathcal{E}_h \) denote the set of all \((n-1)\)-faces in \( \mathcal{T}_h \). This set can be split into \( \mathcal{E}_h = \mathcal{E}_{h,\Omega} \cup \mathcal{E}_{h,D} \), where \( \mathcal{E}_{h,\Omega} \) and \( \mathcal{E}_{h,D} \) refer to interior faces and Dirichlet boundary faces, respectively. For all \( E \in \mathcal{E}_{h,\Omega} \) and for all \( \phi \) which is piecewise smooth, \([\phi]_E\) denotes the jump of \( \phi \) across \( E \) (the sign of this quantity is irrelevant in the sequel). For all \( S \in \mathcal{T}_h \cup E_h \), let \( \alpha_S = \min\{h_S \varepsilon^{-\frac{1}{2}}, 1\} \), where \( h_S \) denotes the diameter of \( S \). Denote by \( f_h, \beta_h \) and \( \sigma_h \) the \( L^2 \)-projection of the data \( f, \beta \) and \( \sigma \) onto the space of piecewise constant functions on \( \mathcal{T}_h \). Define the elementwise residual estimators as
\[ \eta^2_T = \alpha_T^2 \|R_T\|^2_T + \sum_{E \in \mathcal{E}_h \cap \partial T} \varepsilon^{-\frac{1}{2}} \alpha_E \|R_E\|^2_E, \]

where
\[ R_T = f_h + \varepsilon \Delta u_h - \beta_h \nabla u_h - \sigma_h u_h, \]
and define also the oscillation term for \( T \in \mathcal{T}_h \) by
\[ D_T = (f - f_h) + (\beta - \beta_h) \nabla u_h + (\sigma - \sigma_h) u_h. \]

Finally, define the elementwise data oscillation estimator as
\[ \Theta^2_T = \alpha_T^2 \|D_T\|^2_T. \]

For \( T \in \mathcal{T}_h \), let \( \omega_T = \bigcup_{\emptyset \neq T' \cap \partial T' \in \mathcal{E}_{h,\Omega}} T' \), and set \( \Theta^2_{\omega_T} = \sum_{T' \in \omega_T} \Theta^2_{T'} \). We proceed with the same strategy as in [1, 2, 9] using the estimates of the Clément operator and the techniques of bubble functions we get the following results

**Theorem 1.** Let \( u \) and \( u_h \) be the unique solutions of (1.4) and (2.5) respectively. Then,
\[ \|u - u_h\|^2 \leq \sum_{T \in \mathcal{T}_h} [\eta^2_T + \Theta^2_T], \]

and for all \( T \in \mathcal{T}_h \),
\[ \eta_T \leq (1 + \varepsilon^{-\frac{1}{2}} \alpha_T) \|u - u_h\|_{\omega_T} + \Theta_{\omega_T}. \]

**Proof.** Owing to the coercivity of \( a(.,.) \), we have
\[ \|u - u_h\| \leq \sup_{w \in H^1_d(\Omega) \setminus \{0\}} \frac{a(u - u_h, w)}{\|w\|} \leq \sup_{w \in H^1_d(\Omega) \setminus \{0\}} \frac{a(u - u_h, w - I_h w)}{\|w\|} + \sup_{w \in H^1_d(\Omega) \setminus \{0\}} \frac{a(u - u_h, I_h w)}{\|w\|}, \]
where \( I_h \) is the quasi-Clément operator [9]. The first term yields

\[
a(u - u_h, w - I_h w) \leq \left\{ \sum_{T \in T_h} [\eta_T^2 + \Theta_T^2] \right\}^{\frac{1}{2}} \|w\| .
\]

For the second term, we set \( w_h := I_h w \), then we get

\[
a(u - u_h, I_h w) = -\sum_{T \in T_h} (\tau_T^* \mathcal{R} u_h, \mathcal{L}^* w)_T .
\]

A scaling argument, the inverse inequality and the properties of the quasi-Clément operator yield for all \( w \in H^{1/2}_0(\Omega) \) that

\[
\begin{align*}
\| I_h w \|_{0,T} &\leq \| w \|_{0,T} \leq \| w \|_{\omega,T} , \\
\| \nabla I_h w \|_{0,T} &\leq \kappa h_T^{-1} \alpha_T \| w \|_{0,T} , \\
\kappa \| \Delta I_h w \|_{0,T} &\leq \kappa h_T^{-2} \alpha_T \| w \|_{0,T} ,
\end{align*}
\]

(3.5)

using the fact that \( \tau_T \leq \min\{\nu^{-1}_\infty h_T, h_T^2 \kappa^{-1}\} \) we get

\[
a(u - u_h, I_h w) \leq \left\{ \sum_{T \in T_h} \alpha_T^2 \| \rho_T \|_T^2 + \sum_{T \in T_h} \Theta_T^2 \right\}^{\frac{1}{2}} \|w\| ,
\]

and then the upper bound (3.3) follows. Now, we bound locally the residual estimator \( \eta_T \) in terms of the approximation error and the data oscillation estimator. For \( T \in T_h \), let

\[
\omega_T = \bigcup_{\emptyset \neq T \cap T' \in T \in \mathcal{E}_h} T',
\]

(3.6)

and set \( \Theta_{\omega_T}^2 = \sum_{T' \in \omega_T} \Theta_{T'}^2 \). The same notation is used for the energy norm. Using the technique of bubble functions [9], we get the lower bound (3.4) as proved in [9].

4. Numerical studies

Under simplifying assumptions, we solve the problem (1.1) in \( \Omega = [0,1]^2 \subset \mathbb{R}^2 \) with parameters \( \beta = (1,1)^T, \varepsilon = 10^{-4}, \sigma = 1 \) and \( f = 1 \). Standard Galerkin finite element produces a globally oscillatory solution, while the solution obtained by subscales stabilization method is non-oscillatory. To capture the remaining interior layers we combine stabilization and mesh refinement. In Figure 1, adaptive meshes and the corresponding solution (totally non-oscillatory) are presented.
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Figure 1: Successive meshes refinement and the corresponding solution totally non-oscillatory.
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