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Abstract. The space missions Voyager and Cassini together with earthbound observations revealed a wealth of structures in Saturn’s rings. There are, for example, waves being excited at ring positions which are in orbital resonance with Saturn’s moons. Other structures can be assigned to embedded moons like empty gaps, moon induced wakes or S-shaped propeller features. Furthermore, irregular radial structures are observed in the range from 10 meters until kilometers. Here some of these structures will be discussed in the frame of hydrodynamical modeling of Saturn’s dense rings. For this purpose we will characterize the physical properties of the ring particle ensemble by mean field quantities and point to the special behavior of the transport coefficients. We show that unperturbed rings can become unstable and how diffusion acts in the rings. Additionally, the alternative streamline formalism is introduced to describe perturbed regions of dense rings with applications to the wake damping and the dispersion relation of the density waves.
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1. Introduction

The planet Saturn owns the most impressing and largest ring complex in our solar system. All outer planets are girdled by a ring system, but these are not as large and bright as the rings of Saturn. The latter consist of the inner dense main rings and the outer faint rings. The outer rings are formed by micrometer sized icy dust particles with very low particle number density (< 1 m⁻³). Thus, collisions between the particles are of minor importance and these rings are not suited for hydrodynamic applications.
This article will concentrate on the most massive rings of Saturn – the A and B ring. These dense regions have optical depths larger than 0.5, where the geometric optical depth is defined by

$$\tau = \int \int \pi R^2 n(x, y, z, R) \, dz \, dR.$$  

(1.1)

Here, $n(x, y, z, R)$ denotes the particle number density of the medium along the line of sight with $R$ labeling the radius of the ring particles. The optical depth profile along the radial distance to Saturn is shown in figure 1 giving an estimate of the distribution of the surface mass density in the rings. The A and B ring are separated by the Cassini division with smaller densities ($\tau \approx 0.1$) than in the A and B ring. However, the Cassini division is similar to the C ring which orbits inside the B ring. All main rings – A, B and C ring and Cassini division – are dense enough to be collisionally dominated, and thus, are suited for a hydrodynamic description.

Figure 1: Optical depth profile from the Voyager PPS scan. The radius of Saturn exceeds 60,000 km. CD denotes the Cassini division.

Additionally, the ring system contains the innermost low density dusty D ring located between the C ring and Saturn’s atmosphere consisting mainly of micrometer sized particles. Finally, the bizarre, faint and kinky F ring orbits outside the A ring and is formed by micrometer up to kilometer sized objects.

A wealth of structures in Saturn’s rings has been puzzling scientists since decades. Here we will present some of them which can be understood in the context of hydrodynamical ring models. First, we will characterize the physical properties of the granular ring particle ensemble in section 2. In section 3, the basic hydrodynamic balance equations are introduced and we emphasize the peculiar behavior of the granular transport coefficients (section 3.). Next, we demonstrate that the
unperturbed rings can become unstable and how diffusion acts in the rings. Finally, the streamline formalism is introduced for the description of perturbed rings with its applications to the wake damping and the dispersion relation of the density waves at resonances (section 4.). The latter density waves are a result of the interplay between ring gravity and tidal forces and provide a possibility to determine the ring mass.

2. A cosmic granular ”gas” in orbit around Saturn

Saturn’s rings generally consist of ice particles which are polluted by a small fraction of silicates. The size distribution of the particles in dense ring regions can be determined with the help of occultation experiments [82, 20, 27]. These observations indicate that the particle sizes can be modeled by a power law distribution \( n(R) \approx n_0(R/R_0)^{-3} \) in the size range of several centimeters until tens of meters. The collective dynamics of the ring particles is mainly determined by a Kepler motion around the central planet and the small fluctuations caused by collisions between them. Perturbations induced by the moons of Saturn can alter this motion pattern of the particles leading to a formation of certain structures in the rings.

The collisions between ring particles are inelastic and characterized by a coefficient of restitution \( \epsilon \), which quantifies the dissipative decay of the relative velocities between the particles during the collisions (\( \epsilon = 0 \) for totally inelastic and \( \epsilon = 1 \) for elastic). The in-elasticity of the particles is crucial for the stability of the rings. Without dissipation the velocity dispersion of the particles would increase with each collision (viscous heating driven by shear) until the particles hit the surface of Saturn or escape the system. Thus, the rings would finally evaporate [29]. Several attempts have been made to quantify the coefficient of restitution on base of theoretical models [2, 7, 13, 1, 14] and experiments [12, 30, 32] – mainly confirming a decreasing coefficient of restitution with increasing collision velocity.

Beside restitution also fragmentation and coagulation play an important role [44, 15, 4, 64]. The observed ring particles are most probably agglomerates of smaller constituents and their distribution reflects the balance between coagulation and fragmentation. The particles form agglomerates because of the adhesive contact forces on one side [1, 14] and the particle self-gravity on the other [23, 80]. Smaller agglomerates (< 1m) are mainly hold together due to the adhesive surface forces (strength regime) whereas larger agglomerates are stabilized by their self-gravity [80, 1] (gravity regime). The particle agglomerates can be destroyed by collisions, tidal forces or meteoroid impacts.

However, coagulation and fragmentation will not be discussed further in this article and we will focus on the effect of the in-elasticity of the collisions. The particles move on Kepler orbits around the planet, which are nearly circular. The third Kepler law tells us that the inner particles move with higher mean velocities around the planet than the outer ones. Thus, a systematic shear flow induces a viscous friction which heats up the granular ensemble. This process is balanced by a cooling of the material due to the in-elasticity of the collisions and leads to a rather small velocity dispersion of the order \( R\Omega \), where \( \Omega = \sqrt{GM_s/a^3} \) denotes the Kepler frequency. The Kepler
frequency depends on the gravitational constant $G$, the mass of Saturn $M_s$ and the semi-major axis $a$ of the particle. In addition, the shear flow implicates a non-isotropic velocity dispersion which is precisely described by a tensor. The velocity dispersion with mm/s and cm/s! is by a factor of $10^{-7}$-$10^{-8}$ smaller than the systematic Kepler flow – i.e. $R \Omega \ll a \Omega$ (nearly circular orbits), which is the reason one can speak about "cold" discs in the context of planetary rings.

Furthermore, the small velocity dispersion controls also the disc height $H$ via $c \approx \Omega H$, and thus the ring has also a very small vertical extent of around 10 m (a few mean particle radii) in contrast to the ring diameter of the order $10^8$ m. If one compares the disc height with the observed normal optical depth of the order of unity one has to conclude that the rings are rather densely packed systems. Thus, the mean free path of the particles is of the order of the particle radii. This can cause the particles to arrange vertically in more than one layers [81, 50], whereas in dilute systems the vertical density profile is well described by a Gaussian.

In the end of this introduction to the granular matter of planetary rings we will call attention to the fact that most parts of Saturn’s A and B ring are gravitationally unstable. The particles tend to form clumps due to their gravitational attraction, but these clumps are always pulled apart by the shear flow [51, 52]. Thus, the material forms lengthy clumps, called self-gravity or Toomre wakes, with a typical tilt angle of around 20° (relative to azimuthal direction) and a wavelength of around 100 meter [52, 18, 31]. These wakes interfere with other structures which we will discuss later (e.g. generated by the gravity of moons). However, if these induced structures are much larger than the typical wavelength of 100 m, the self-gravity wakes will not alter them directly, but reasonably influence the kinetic transport coefficients. Summarizing, the transport processes in a granular ring particle ensemble are dominated by dissipative collisions and the effect of the self-gravity wakes.

### 3. Hydrodynamic set of equations

The myriad of particles forming the dense rings of Saturn can be modeled as a granular gas, where the motion of the gas is determined due to the gravity of Saturn, its moons and the interactions between the particles. The physics of such a dissipative gas can be described with the help of the hydrodynamic theory.

As already mentioned, planetary rings are very thin discs so that often just vertically integrated values of the rings are observed (as e.g. surface mass density). Thus, it is convenient (if one is not aiming at the vertical structure of the rings) to use vertically averaged quantities to model the rings (mean velocities, granular ring temperature, transport coefficients). For example, the surface mass density can be defined by

$$\Sigma(x, y) = \int_{-\infty}^{+\infty} \rho(x, y, z) \, dz \quad (3.1)$$

by integrating the volume mass density $\rho$ of the ring matter. One can derive a linear relation between surface mass density and the well observable optical depth $\tau \propto \Sigma$ often used for planetary rings (compare with eq. (1.1)).
3.1. Balance equations

The hydrodynamical balance equations (vertically integrated), which describe the motion of the ring particle ensemble, represent three conservation laws: First, the conservation of mass is expressed by the continuity equation

\[ \partial_t \Sigma + \nabla \cdot (\Sigma \mathbf{u}) = 0, \tag{3.2} \]

where \( \mathbf{u} \) represents the mean velocity. Second, the momentum balance equation gives the evolution of the mean velocity \( \mathbf{u} \)

\[ \Sigma \partial_t \mathbf{u} + \Sigma (\mathbf{u} \cdot \nabla) \mathbf{u} = \mathbf{F} - \nabla \cdot \mathbf{\hat{P}}. \tag{3.3} \]

The external and internal volume forces are denoted by \( \mathbf{F} \) and \( \nabla \cdot \mathbf{\hat{P}} \), respectively. The internal forces are described by the gradient of the pressure tensor \( \mathbf{\hat{P}} \). Finally, the conservation of energy (or energy balance equation)

\[ \frac{3}{2} \Sigma (\partial_t + \mathbf{u} \cdot \nabla) T = \nabla \cdot \mathbf{Q} - \mathbf{\hat{P}} : \mathbf{\hat{e}} - \Gamma \tag{3.4} \]

completes the ensemble of hydrodynamic equations. The thermal energy is determined by the trace of the velocity dispersion tensor \( T = \text{Tr} \mathbf{\hat{P}}/(3 \Sigma) \), which represents the granular “temperature” of the ring material characterizing the velocity fluctuations. The heat flow in the medium is represented by \( \mathbf{Q} \), and \( \Gamma(\epsilon) \) measures the loss of heat due to the inelastic collisions. The components of the shear tensor \( \mathbf{\hat{e}} \) are defined by

\[ e_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right). \tag{3.5} \]

3.2. Constitutive Relations

Expressions for the pressure tensor \( \mathbf{\hat{P}} \) and the energy flux \( \mathbf{Q} \) are needed in order to close the balance equations (3.2)-(3.4). The pressure tensor \( \mathbf{\hat{P}} \) can be expressed by Newton’s linear constitutive relation

\[ \mathbf{\hat{P}} = p \mathbf{\hat{I}} - 2\Sigma \nu \mathbf{\hat{e}} + \Sigma \left( \frac{2}{3} \nu - \zeta \right) \nabla \cdot \mathbf{u} \mathbf{\hat{I}}, \tag{3.6} \]

with the pressure \( p \), the bulk and shear viscosities \( \zeta \) and \( \nu \) and the unit tensor \( \mathbf{\hat{I}} \). The energy flux \( \mathbf{Q} \) can be linearly expressed by Fourier’s law

\[ \mathbf{Q} = -\kappa \nabla T + \mu \nabla \Sigma \tag{3.7} \]

where \( \kappa \) denotes the heat conductivity. The second term of the energy flux with the coefficient \( \mu \) arises from the dissipative collisions among the granules and has no analog for molecular gases. Now, the interesting question is, whether and how do the coefficients \( (p, \nu, \zeta, \kappa, \mu, \Gamma) \) depend on the mean field variables \( (\Sigma, \mathbf{u}, T) \)?
3.3. Transport coefficients

Generally, the transport coefficients are functions of the surface mass density $\Sigma$ and the ring temperature $T$. However, for granular systems the transport coefficients depend also on the physical conditions of the system – whereas molecular gases are usually not influenced by the physical environment (see discussion section). Important for the rings is the fact that the disc height $H$ scales with the dispersion velocity $c \propto \sqrt{T}$. Thus, the system arranges in a way that the collision frequency $\omega$ becomes independent of the velocity dispersion in the first approximation

$$\omega \propto n c \propto \frac{\tau}{H} H \Omega \propto \Omega \tau,$$

(3.8)

which is the most obvious difference to usual molecular gases.

Unfortunately, the transport coefficients can not be measured directly at Saturn’s rings. Thus, several attempts have been made in order to determine these important quantities:

- The coefficients have been calculated theoretically with the help of kinetics [29, 3, 62].
- Numerical N-body simulations have been used in order to calculate the transport coefficients systematically [81, 52, 53, 22].
- The transport coefficients can be additionally estimated by fitting the hydrodynamical models to observed ring structures [26, 77, 70].

The dependencies of the ring viscosity stepped in the focus of ring scientists when examining the stability of dense planetary rings (section 4.1.) as well as their origin and evolution (section 4.2.1.). Several attempts have been made to determine the behavior of the viscosity analytically and numerically.

The kinematic shear viscosity $\nu$ connects the shear flow ($\partial u_y/\partial x = -3/2 \Omega$ for an unperturbed Kepler disc) and the radial transport of the angular momentum through a plane spanned along the shear flow and vertical direction. The transport of the angular momentum contains three different contributions:

$$\nu = \nu_l + \nu_{nl} + \nu_{gr},$$

(3.9)

These distinct parts of the shear viscosity arise from different processes: (a) if a particle crosses the reference plane (local, kinematic transport) or (b) if one particle from one side of the reference plane collides with a particle on the other side (non-local transport, arising from finite particle sizes), and (c) if interactions between self-gravity wakes gravitationally amplify the angular momentum transports [22]. Furthermore, massive wakes additionally heat the individual ring particles not belonging to the wake clusters.

The local viscosity $\nu_l$ can be written as

$$\nu_l = K_1 \frac{3T}{\Omega} \frac{\tau}{1 + \tau^2},$$

(3.10)

obtained by identifying the pressure tensor component $P_{xy} = P_{r\phi} = \frac{1}{2} \nu \Omega \Sigma$ (see eq. (3.6)) with the statistically derived expression using the assumption of a triaxial Gaussian velocity distribution.
The nonlocal viscosity component, caused by the finite particle sizes, can be expressed by

$$\nu_{nl} = K_2 R^2 \Omega \tau$$

Both coefficients $K_1$ and $K_2$ are of the order of unity. Therefore, the viscosity $\nu$ depends on the density $\Sigma$ and the temperature $T$ of the disc [42, 81]. If self-gravity wakes form in the rings, local and gravitational viscosity can be determined by

$$\nu_l + \nu_{gr} = K_3 \frac{G^2 \Sigma^2}{\Omega^3}$$

where $\nu_l$ and $\nu_{gr}$ have equal contributions and $K_3$ takes values between 2 and 40 depending on the ring region [22]. The scalar local pressure is usually modeled by the gas state equation

$$p = \Sigma c^2 \left[ 1 + \Omega R \tau \right],$$

where in dense systems the excluded volume due to the finite size of the particles grows in importance. Bulk viscosity $\zeta$ and heat conductivity $\kappa$ are assumed to obey similar dependencies like the shear viscosity [53]. Further, the coefficient $\mu$ can be related to the non-local component of the heat conductivity $\kappa$ as $\mu \propto T \kappa_{nl}/\Sigma$, where $\mu$ has to vanish for elastic collisions ($\epsilon \to 1$) [35, 11]. Finally, the granular cooling term is given as

$$\Gamma = K_4 \omega (1 - \epsilon^2) T.$$  

N-body box simulations have been performed for planetary rings to measure ring temperature and viscosity [42, 81]. Later, this method was used for a complete scan of all hydrodynamic transport coefficients in a non-self-gravitating ring [53] as well as for the investigation of the influence of self-gravity to the velocity dispersion and the viscosity [52, 22].

The transport coefficients can be measured fitting the hydrodynamical models to observed ring structures, but here their dependence on surface density $\Sigma$ and temperature $T$ have to be guessed beforehand. For example, the damping of the density waves are appropriate to estimate the shear viscosity in a wide range of the A and C ring giving values of 100 and 1 cm$^2$s$^{-1}$, respectively (e.g. [26, 77]). These values are in a good agreement with the predicted values of N-body simulations [22]. Further, nonlinear effects in strong density waves in Saturn’s A ring could be related to a ring pressure $p = \Sigma c^2$ with $c = 3 – 5$ mm s$^{-1}$ [70] (see section 4.3.3.).

### 3.4. Restrictions of the model

Usually, two conditions should be fulfilled in order to apply the hydrodynamic theory to a fluid. First, the mean free path length should be much smaller than the investigated macroscopic structure, and thus, the collision frequency must be much larger than the dynamical frequency ($\approx \Omega$). Second, the mean free path should be much larger than the particle sizes (or the length scale of particle-particle interactions), otherwise correlations between the particles have to be considered additionally.
First the collision frequency is not always large enough, especially considering wavy structures (e.g. moonlet wakes, density waves or overstable waves) which oscillate with the orbital frequency. This raises problems especially for dilute systems, like C ring or Cassini division, where the collision frequency is of the order of the orbital frequency [53]. Thus, there is a delayed reaction of the system to its state and a local thermodynamic equilibrium is not always established. In this case a full kinetic theory would have to be applied to consider this effects. Nevertheless, hydrodynamical models of density waves are also successfully applied to dilute ring regions like Cassini division and C ring [17]. In the denser regions (A and B ring) the collision frequency can increase to around 20 collision per orbit, favoring a hydrodynamical modeling.

The other violation – the mean free path length is of the order of the particle sizes – can be partly accounted using the nonlocal description of the transport coefficients. Nevertheless, the finite correlation length between different ring regions is not regarded in the hydrodynamical description. Even more problematic is the fact that correlations alter the velocity distribution and all related statistic moments – i.e. the state variables. However, the first three statistic moments of the velocity distribution, represented by the hydrodynamical state variables $\Sigma$, $u$, $T$, will be just sufficient to describe the granular gas if the local velocity distribution is close to a Gaussian equilibrium solution.

### 4. Applications to planetary rings

As discussed above, the hydrodynamic equations contain some deficits in the physical description of the real ring system. Nevertheless the benefits are still quite impressive, and thus, one finds excellent applications of hydrodynamic modeling in the ring science. Here we will present a few prominent examples:

First, two types of hydrodynamic instabilities which can arise in the unperturbed rings are described. Second, the radial diffusion equation is discussed with its applications to the evolution of the disc and the formation of gaps around embedded moonlets (small moons). Finally, the alternative streamline formalism, using the Newtonian stress relation (3.6), is presented in context of moonlet wakes and density waves.

#### 4.1. Hydrodynamic instabilities in unperturbed rings

In this section perturbations by satellites are neglected and the stability of a homogeneous unperturbed Kepler disc will be discussed characterized by a uniform surface mass density $\Sigma_0$, no radial mean velocity $u_0 = 0$ and an azimuthal mean velocity $v_0 = \Omega(r) r$ (ground state).

Here a simplified, but illustrative model, is presented in order to analyze the stability of this ground state. The following assumptions are used:

1. An isothermal model is applied.
2. Pressure and self-gravity are neglected.
3. A Cartesian co-rotating frame is used, where $x = r - r_0$ and $y = r_0(\varphi - \varphi_0)$ point to the radial and azimuthal direction, respectively. Curvatures are neglected (Hill approximation).

4. All forces are linearized around the origin ($x = y = 0$) and further the Kepler mean velocity is approximated by the shear stream $v_0 = -3/2\Omega_0 x$ with $\Omega_0 := \Omega(r_0)$.

5. The hydrodynamic equations (3.2)-(3.3) are linearized around the ground state according to $\Sigma = \Sigma_0 + \sigma$, $u = u'$ and $v = -3/2\Omega x + v'$, where $\sigma$, $u'$ and $v'$ are the deviations from the ground state. Thus, the viscosity can be linearized as $\nu = \nu_0 + \beta \nu_0 \Sigma / \Sigma_0$, where $\beta$ denotes the gradient of $\nu$ with respect to $\Sigma$ at the ground state.

6. Just radial structures are regarded, and thus, azimuthal dependencies are neglected ($\partial_y \to 0$).

These simplifications lead to the following set of equations:

\[
\frac{D\sigma}{Dt} = -\Sigma_0 \partial_x \cdot u' \quad (4.1)
\]
\[
\frac{Du'}{Dt} = 2\Omega_0 v' + \nu_0 \left(\frac{4}{3} + \frac{\zeta}{\nu}\right) \partial_x^2 u' \quad (4.2)
\]
\[
\frac{Dv'}{Dt} = -\frac{1}{2} \Omega_0 u' + \nu_0 \partial_x^2 v' - \frac{3}{2} \Omega_0 \left(\frac{1 + \beta}{\nu_0}\right) \partial_x \sigma \quad (4.3)
\]

where $D/Dt := \partial_t + u \cdot \nabla$ denotes substantial derivative and the ratio $\frac{\zeta}{\nu}$ is assumed to be constant.

Next, a wave solution of the form

\[
\begin{pmatrix}
\sigma \\
u' \\
v'
\end{pmatrix} =
\begin{pmatrix}
\hat{\sigma} \\
\hat{u}' \\
\hat{v}'
\end{pmatrix}
\exp(st + ikx) \quad (4.4)
\]

is assumed leading to the algebraic system of equations

\[
\begin{pmatrix}
0 & s & i k \Sigma_0 \\
0 & s + k^2 \nu_0 \left(\frac{4}{3} + \frac{\zeta}{\nu}\right) & 0 \\
 i k \frac{3}{2} \Omega_0 \left(\frac{1 + \beta}{\nu_0}\right) & i k \frac{3}{2} \Omega_0 & s + k^2 \nu_0
\end{pmatrix}
\begin{pmatrix}
\hat{\sigma} \\
\hat{u}' \\
\hat{v}'
\end{pmatrix} = 0 \quad (4.5)
\]

The system of equations will have a solution if, and only if, the determinant vanishes giving the dispersion relation \[s^3 + s^2 k^2 \nu_0 \left(\frac{7}{3} + \frac{\zeta}{\nu}\right) + s \left[ \Omega_0^2 + k^4 \nu_0^2 \left(\frac{4}{3} + \frac{\zeta}{\nu}\right) \right] + 3 \Omega_0^2 (1 + \beta) \nu_0 k^2 = 0 \quad (4.6)\n
This third order polynomial has three solutions which can be expanded for small wavenumbers $k$ aiming at structures with large wavelength. The solutions have possible positive real parts, which lead to unstable modes, being discussed in the next two subsections.
4.1.1. Viscous instability

For small wavenumbers one solution of equation (4.6) reads

\[ s_1 = -3\nu_0(1 + \beta)k^2 + O(k^3), \]  

(4.7)

thus, the solution becomes unstable for \( \beta < -1 \) and the material would flow from diluter to denser regions – small density inhomogeneities are amplified ("up-hill" diffusion) [79, 41].

There has been a long discussion about the existence of viscous instability in the rings in the ring community, especially, in order to explain the observed irregular radial structures found in the Voyager data. The possible existence of a viscous instability stimulated a careful inspection of the dependence of the viscosity \( \nu \) on the surface mass density \( \Sigma \) [3, 81]. Many of these investigations yielded \( \beta > -1 \) and viscous instability does not seem to work in dense rings.

4.1.2. Viscous overstability

The other two conjugate complex solutions of equation (4.6) have the form

\[ s_{2/3} = \pm i\Omega_0 + \frac{3}{2}\nu_0k^2 \left[ \beta - \frac{1}{3} \left( \frac{\zeta}{\nu} - \frac{2}{3} \right) \right] + O(k^3) \]  

(4.8)

allowing oscillations to evolve. The disc will become unstable if the gradient \( \beta \) becomes larger than a critical value

\[ \beta > \beta_{\text{crit}} = \frac{1}{3} \left( \frac{\zeta}{\nu} - \frac{2}{3} \right). \]  

(4.9)

In this case an oscillatory instability appears – called viscous overstability.

The possible occurrence of overstability in the rings was first recognized on base of a streamline model [8]. Later a systematic linear analysis of the hydrodynamic equations, including the effect of pressure and self-gravity, was presented [56]. This model has been further developed including the effect of thermal diffusion and better estimates of the transport coefficients [65, 55]. The appearance of overstability could be demonstrated in N-body simulations of the rings which partly can coexist with self-gravity wakes [53]. In recent studies the nonlinear effects [54, 38, 39] and a more general kinetic analysis [36, 37] have been included which has improved the overstability model.

Radial wavelike axisymmetric structures with a wavelength of 100 - 200 m have indeed been found independently in UVIS and RSS occultation scans of Cassini [19, 74], proving the existence of overstability in the rings.

4.2. Diffusion in the rings

The interactions between the particles can not only cause instabilities they can also cause a diffusion of ring particles smoothing out inhomogeneities in the ring density \( \Sigma \). The generation of these inhomogeneities can be of different origin – we will focus on gravitational perturbations by
embedded moons. Most of the ring structures are stretched in azimuthal direction, so that the radial diffusion of the ring material is of main interest.

The radial mean velocity \( u_r \) is much smaller than the azimuthal velocity \( r\Omega \), which is almost not influenced by the diffusion. With these assumptions the mean azimuthal velocity component can be considered to be stationary and is written in polar coordinates as

\[
r\Sigma u_r = -3\sqrt{r} \partial_r (\sqrt{r}\nu \Sigma)
\]

assuming that the diffusion of the particles is mainly caused by the Kepler shear. Combining this equation with the continuity equation (polar coordinates) one obtains a non-linear diffusion equation for the dense rings

\[
\partial_t \Sigma + (\Omega - \Omega_0) \partial_\phi \Sigma = 3\frac{1}{r} \partial_r \left[ \sqrt{r} \partial_r (\sqrt{r}\nu \Sigma) \right]
\]

where a co-rotating frame has been chosen fixed at \((a_0, \Omega_0 t)\).

### 4.2.1. Evolution of the ring

The diffusion equation is related to a characteristic time scale

\[
t_{\text{diff}} = \frac{\Delta r^2}{\nu}.
\]

One possible ring origin scenario assumes that the rings have been formed in a catastrophic disruption of a parent body (e.g. moon, comet). A spreading of the fragments to the present dense ring width of \( \Delta r \approx 44,000 \) km (A and B ring) would need \( t_{\text{diff}} \approx 5 \cdot 10^9 \) yr assuming \( \nu = 100 \) cm\(^2\) s\(^{-1}\), which is about the age of our Solar system. However, the time scale is sensitive to the viscosity, and thus also to the surface mass density, which was much higher in the ancient rings. Moreover, the surface mass density is still not well known for the B ring. Therefore, the measurement of the ring mass became one of the major goals of the Cassini mission. More precise models, which have been published recently [16, 49], confirmed the age of the rings to be between \( 3 \cdot 10^9 \) and \( 4 \cdot 10^9 \) years. Furthermore, it has been shown that resonances with moons vividly influence the diffusion of the ring material! These resonances force the production of moons with a certain size at the outer A ring edge [16].

### 4.2.2. Gaps induced by embedded moonlets

Moons embedded in the rings perturb the surrounding particle ensemble due to their gravity, resulting in the formation of structures around the moon which can serve as “fingerprints” for their detection. The diffusion is counteracting the structure formation, which leads to a smoothing out of the induced structures. Spahn and Sremčević developed a model of the balance of probabilistic scattering and viscous diffusion in order to combine both competing effects [68]. The model makes use of the fact that the zone of gravitational influence of the moon is rather small in comparison to
the azimuthal extent of the induced structures. This length of gravitational influence is related to
the Hill radius

\[ h = a_m \left( \frac{M_m}{3M_s} \right)^{1/3}, \]  

(4.13)

which depends on the mass of the moon \( M_m \), the mass of Saturn \( M_s \) and the semi-major axis of
the moon \( a_m \).

Neglecting the particle interactions one can perform test particle integrations of the equation
of motion [63, 69]. Three types of particle behavior and related structures can be distinguished,
depending on the radial distance \( x = r - a_m \) in which the particles enter the moon:

1. Particles with small impact parameter \( |x| = |r - a_{0,\text{in}}| < 1h \) move on horseshoe orbits.
   They slowly approach the moon and meanwhile exchange energy leading to a flipping of the
   impact parameter \( x_{\text{out}} \approx -x_{\text{in}} \). The eccentricity remains almost unchanged but varies
   significantly for \( x_{\text{in}} \to 1h \) [25, 24, 69, 67].

2. Particles with impact parameter in the range \( 1h < |x_{\text{in}}| < 4h \) are heavily scattered by the
   moon. Partly, the particles move on chaotic orbits and the final radial mean positions \( x_{\text{out}} \)
   change drastically. This causes a depleted region of material at this radial position (gap)
   [33, 43, 46, 69, 67].

3. The semi-major axis almost does not change during an encounter for particles with large
   initial impact parameter \( |x_{\text{in}}| > 4h \) but the moonlet induces a systematic eccentricity \( \propto x^{-2} \)
   resulting in a wavy like density structure in this region, called moonlet wakes [21, 60, 10,
   66, 34, 40].

The diffusion of the particles causes the density depleted regions (gaps), formed by the moon,
to smooth out along the azimuth. This diffusion can be modeled by the equation (4.11) if one uses
the moon produced radial density distribution \( \Sigma(r, \phi = 0) \), gained from test particle integrations,
as a boundary condition [68]. Figure 2 shows the resulting radial density profile after a single
scattering. The complete stationary density signature after many single scatterings is presented in
figure 3. The moonlet wakes are not visible in this model, because systematic and coherent particle
motions have been averaged out [68]. Two qualitative different structures can be distinguished
based on the sizes of the moons: (a) a S-shaped density structure - called propeller - for small
moons with radii \( R_{\text{moon}} < 500 \) m which are just local density perturbations and (b) a completely
open and empty gap produced by a moon with radius \( R_{\text{moon}} > 500 \) m [68].

Both types of structures have indeed been observed in Voyager and Cassini spacecraft data.
Saturn’s rings habit two known larger moons named Pan and Daphnis [59, 47] orbiting in empty
gaps being swept free by their gravity. To date, more than 150 propeller structures have meanwhile
been detected in the images of the Cassini cameras pointing to smaller moons with radii of around
50 meter up to a few hundred meters in the A ring [76, 71, 75, 78].

An analytical solution for the model using a linearized version of the diffusion equation (4.11)

\[ \frac{\Omega_0}{2(1+\beta)} \nu_0 \partial_y \sigma = -\frac{1}{x} \partial_x^2 \sigma \]  

(4.14)
Figure 2: The density profile is shown after the gravitational scattering due to the moon. A density depleted region at around 2 h is visible with two adjacent regions of enhanced material. The arrows indicate the strength and mean point of the perturbations as used for equation (4.17) (figure taken from ref. [72]).
Figure 3: Two numerical solutions of equation (4.11) are presented for different moon sizes. The small moon is just producing a local S-shaped structure of two radial separated gaps, whereas the large moon produces a complete empty gap going around the whole circumference of the ring (figure taken from ref. [72]).
could be derived [72] where the definitions of the linearized quantities are analog to those given in section 4.1.

The radial structure of the moonlet density profile can be scaled with the Hill radius $h$ of the moonlet. Thus, if one applies this scaling law to the linear diffusion equation (4.14) with $\tilde{x} = x/h$, one can also conclude a scaling law for the azimuthal direction as [68, 72]

$$a_0K = \frac{\Omega_0 h^3}{2(1 + \beta)\nu_0} \propto \frac{M_{\text{moon}}}{\nu_0}. \quad (4.15)$$

and a scaled azimuthal coordinate can be defined as $\Phi = y/(a_0K)$. Thus, inferring the moonlet mass from the radial structure, the viscosity of the ring can be gained from the azimuthal extent of the gaps [68]. These scaling laws could be confirmed by N-body simulations [58].

An approximate Green solution solving the problem for $\sigma = \delta(\tilde{x} - \tilde{x}_0)$ has been found [72] in the form

$$G(\tilde{x}, \Phi, \tilde{x}_0) = -\frac{\sqrt{3}\tilde{x}_0}{2} (3\Phi)^{-2/3} \exp\left[\frac{\tilde{x}^3 + \tilde{x}_0^3}{9\Phi}\right] \text{Bi}\left[(3\Phi)^{-2/3} \tilde{x}_0\tilde{x}\right], \quad (4.16)$$

and it has been shown that the source function of the density depletion can be approximated by a combination of 3 weighted $\delta(\tilde{x} - \tilde{x}_0)$ functions. Thus, the solution of the density perturbation can be written as

$$\frac{\Sigma(\tilde{x}, \Phi)}{\Sigma_0} = 1 + 0.16 G(\tilde{x}, \Phi, -1) - 0.76 G(\tilde{x}, \Phi, -2.5) + 0.26 G(\tilde{x}, \Phi, -5). \quad (4.17)$$

Figure 4 (upper part) shows the density distribution around a moon with 20 meter radius, using the analytical solution (4.17). This structure has additionally been superposed by a wave-like wake pattern obtained by an analytic model presented in section 4.3.2.. The lower panel of figure 4 shows the result of a N-body simulation for comparison [58]. The analytical solution deviates from the simulation close to the azimuthal position of the moon, because of two model assumptions: (a) The moon gravity action is reduced to the position $y = \Phi = 0$ (scattering line) and (b) the initial density distribution is approximated by three weighted $\delta$-functions. However, the density distribution of the analytical solution and the simulation converge to each other for growing azimuth resulting in a fair agreement [58] between analytics and numerics.

Many S-shaped ”propeller” structures (> 150) have already been observed in the Cassini imaging data [76, 71, 75, 78]. Difficulties arise in the interpretation of the images, because one cannot deduce the density in the rings from the observed brightness directly. Thus, photometric modeling of the observed structure is needed to get a better interpretation [71]. The mass and the radii of the moons, producing the observed ”propellers”, could be estimated on the base of radial predicted structures [68, 72, 58], which led to inferred moonlet radii between 50 - 500 meter. Thus, there exists an additional moonlet population having sizes much larger than those of the main ring particle population ranging from several centimeters to tens of meters. The moonlet size distribution follows a rather steep power law with indices between $-5$ and $-10$ in contrast to the main particle size distribution with an index of around $-3$ [71, 75]. Difficulties still exist in the interpretation of the azimuthal gap length to quantify the ring viscosity offering opportunities for future studies.
Figure 4: Density distribution of a propeller induced by a moon with radius of 20 m. The analytical propeller model is plotted in the upper panel combining the gap (eq. (4.17)) and wake model (see section 4.3.2.). The result of a N-body simulation is shown for comparison in the lower panel.

4.3. Streamline formalism

The following concept is ideally suited to describe perturbed regions of dense planetary rings, especially if oscillatory structures are studied caused by the systematic excitation of the particle eccentricities (e.g. moonlet induced wakes or density waves). Unperturbed particles move on Kepler ellipses around Saturn oscillating around its radial mean position. Therefore, it is convenient to use this knowledge about the solution and look how interactions between the particles change their orbits. Based on this idea, Borderies, Goldreich and Tremain introduced the streamline formalism to planetary rings in the 1980’ties. The idea is to follow particles along their streamline and to calculate perturbations on the particles arising from certain interactions [5].

The streamline positions and velocities can be written in the form [6, 5, 57]

\[
\begin{align*}
    x &= X - ea_0 \cos \phi \\
    y &= Y + 2ea_0 \sin \phi \\
    u &= ea_0 \Omega_0 \sin \phi \\
    v &= -\frac{3}{2} \Omega_0 X + 2ea_0 \Omega_0 \cos \phi,
\end{align*}
\]

with the angle \( \phi = \Omega_0 t - \varpi \) and \( Y = -3/2 X \Omega_0 t \) (set \( y_0 = 0 \)). The eccentricity of the particle in the streamline and its reduced semi-major axis are denoted by \( e \) and \( X = a - a_0 \), respectively. The distance between the streamlines changes due to the perturbations leading to a compression or
decompression of the material in this regions quantified by

\[ J = \frac{dx}{dX} = 1 - a_0 \frac{de}{dX} \cos \phi + e a_0 \frac{d\phi}{dX} \sin \phi \]  
(4.22)

\[ = 1 + q \cos (\phi + \gamma'), \]  
(4.23)

where the term \( \frac{d\phi}{dX} \) is identified with the radial wave number \( k \). The non-linearity parameter and the phase shift are labeled by \( q \) and \( \gamma' \), respectively, and are defined by

\[ q \cos \gamma' = -a_0 \frac{de}{dX}, \]  
(4.24)

\[ q \sin \gamma' = -a_0 e \frac{d\phi}{dX}. \]  
(4.25)

Thus, the surface mass density is obtained by

\[ \Sigma = \frac{\Sigma_0}{J}, \]  
(4.26)

using the compression factor \( J^{-1} \).

Usually structures in planetary rings get very elongated in azimuthal direction because of the Kepler shear which stretches all structures in this direction. Thus, radial changes for density and mean velocities dominate over azimuthal changes (tight winding approximation) and the radial gradient of the eccentricity becomes much smaller than the radial gradient of the phase \( \phi \) in the tight winding approximation. Therefore, we will use the approximations \( q \approx a_0 e \cdot |k| \) and \( \gamma' \approx -\pi/2 \text{sign}(X) \) in the following.

The perturbations are assumed to lead to small changes of eccentricity \( e \) and longitude of pericenter \( \varpi \) during one orbital period. Thus, their time evolution can be calculated by means of the orbit averaged Gaussian perturbation equations

\[ \frac{de}{dt} = \frac{1}{2\pi a_0 \Omega_0} \int_0^{2\pi} (G_x \sin \phi + 2G_y \cos \phi) \, d\phi \]  
(4.27)

\[ \frac{d\varpi}{dt} = \frac{1}{2\pi e a_0 \Omega_0} \int_0^{2\pi} (-G_x \cos \phi + 2G_y \sin \phi) \, d\phi \]  
(4.28)

which are given in a linearized form for small eccentricities \( e \ll 1 \) and \( G = (G_x, G_y) \) denotes the acceleration at the streamline.

### 4.3.1. Effect of Newtonian stress

The collisions between the ring particles lead to an acceleration \( \mathbf{G} \) of the particles which is modeled by the gradient of the pressure tensor \( \hat{P} \)

\[ \mathbf{G} = -\frac{1}{\Sigma} \nabla \cdot \hat{P}. \]  
(4.29)
Considering the structures being tightly wound, the calculation of the radial and azimuthal accelerations reduces to

\[
G_x = -\frac{1}{\Sigma} \frac{dP_{xx}}{dx} = -k \frac{dP_{xx}}{d\phi},
\]

(4.30)

\[
G_y = -\frac{1}{\Sigma} \frac{dP_{xy}}{dx} = -k \frac{dP_{xy}}{d\phi}.
\]

(4.31)

with \( \frac{d}{dx} = J^{-1} \frac{d}{dX} = k J^{-1} \frac{d}{d\phi} \). If one combines the equations (4.27)-(4.28) with the equations (4.30)-(4.31) and integrates them by parts one will obtain

\[
\frac{de}{dt} = \frac{k}{2\pi \Sigma_0 a_0 \Omega_0} \int_0^{2\pi} (P_{xx} \cos \phi - 2P_{xy} \sin \phi) \, d\phi.
\]

(4.32)

\[
\frac{d\varpi}{dt} = \frac{k}{2\pi \Sigma_0 e a_0 \Omega_0} \int_0^{2\pi} (P_{xx} \sin \phi + 2P_{xy} \cos \phi) \, d\phi.
\]

(4.33)

and for the radial derivatives of the velocities one may write

\[
\frac{du}{dx} = J^{-1} \frac{du}{dX} = J^{-1} q \Omega_0 \cos(\phi),
\]

(4.34)

\[
\frac{dv}{dx} = J^{-1} \frac{dv}{dX} = J^{-1} \Omega_0 (-\frac{3}{2} - 2q \sin(\phi)).
\]

(4.35)

Now the components of the pressure tensor can be calculated using the relation (3.6). If we assume an isothermal model with scalar pressure \( p = \Sigma c^2 \) (ideal gas) and transport coefficients as used in section 4.1. the pressure tensor can be written in the form

\[
P_{xx} = c^2 \Sigma_0 \frac{1}{J} - \nu_0 \Sigma_0 \Omega_0 \left( \frac{4}{3} + \frac{\zeta}{\nu} \right) \frac{\cos \phi}{J^{2+\beta}}
\]

(4.36)

\[
P_{xy} = \nu_0 \Sigma_0 \Omega_0 \left( \frac{3}{2} + 2q \sin \phi \right) \frac{1}{J^{2+\beta}}.
\]

(4.37)

Finally, the perturbation equations can be written in the form

\[
\frac{de}{dt} = -\frac{\nu_0 k}{a_0} f(q, \beta, \frac{\zeta}{\nu})
\]

(4.38)

\[
\frac{d\varpi}{dt} = -\Omega_0 c^2 k^2 g(q).
\]

(4.39)

Equation (4.38) describes the viscous damping of the eccentricity \( e \), whereas the pressure force, which does not dissipate energy, mainly changes the longitude of pericenter \( \varpi \) and thus the wavelength of the oscillatory structure. General Solutions for \( f(q, \beta, \frac{\zeta}{\nu}) \) and \( g(q) \) are given in ref. [57].

The nonlinearity parameter \( q \) can come close to unity where the functions \( f(q, \beta, \frac{\zeta}{\nu}) \) and \( g(q) \) become highly nonlinear, for instance, in case of wakes induced by the large embedded moons
or at strong resonances. Here, we will concentrate on small perturbations where the nonlinearity parameter $q$ stays small for simplicity. Then the solutions reduce to

$$f(q \to 0, \beta, \zeta) = -\frac{3}{2} (\beta - \beta_{\text{crit}}) q \quad (4.40)$$

$$g(q \to 0) = \frac{1}{2} \quad (4.41)$$

where the definition of $\beta_{\text{crit}}$ is adapted from equation (4.9). Thus, we rediscovered the condition for viscous instability in the streamline formalism and $\beta < \beta_{\text{crit}}$ is regarded for the damping of the eccentricity [8].

### 4.3.2. Applications to moonlet induced wakes

In section 4.2.2., it has already been discussed that particles, which pass the perturbing moon distant enough, are just slightly deflected. Their semi-major axis is not changing significantly, but they get an induced eccentricity $e_0 = C h^3/(a_0 x^2)$ with $C = 6.72$ and a synchronous and coherent phase $\varpi_0 = \pi/2 \text{sign}(x)$. This synchronous phase together with the Kepler shear produces a wavy like pattern at the edges - called moonlet wakes [60], which should not be confused with the self-gravity wakes!

In case of moon wakes the relation

$$\phi = -\frac{2Y}{3X} - \varpi \quad (4.42)$$

can be derived from the definitions of $\phi$ and $Y$ [60]. Thus the radial wavenumber $k = \partial \phi / \partial X = 2Y/(3X^2) = -\Omega_0 t/X$ becomes time dependent and the wakes wind up along the azimuth. The radial gradient of the eccentricity $de/dX \approx -2 e/X$ is much smaller than the radial gradient of the phase $\phi$ which justifies the tight winding approximation.

Thus, the differential equation (4.38) can be solved using equation (4.40) to give for the eccentricity

$$e(t) = e(0) \exp \left\{ \frac{\nu_0}{2X^2} (\beta - \beta_{\text{crit}}) \Omega_0^2 t^3 \right\} . \quad (4.43)$$

Therewith, the linearized solution for the nonlinearity parameter $q$ becomes

$$q(t) = a_0 e(0) \frac{\Omega_0 t}{X} \text{sign}(X) \exp \left\{ \frac{\nu_0}{2X^2} (\beta - \beta_{\text{crit}}) \Omega_0^2 t^3 \right\} . \quad (4.44)$$

This analytical solution has been plotted in figure 4 together with the propeller gap model (see section 4.2.2.). The wakes are in good agreement with the numerical solution. The wake crest amplitude appeared just too strong for small radial distances and thus the nonlinearity parameter $q$ had to be restricted below 1. This restriction could be lifted using the full nonlinear expressions of $f(q \to 0, \beta, \zeta)$ and $g(q)$ [10, 57].

The most important restriction of this model is the assumption of a constant granular temperature in the wakes. However, the qualitative damping behavior of the wakes is not affected by this simplifications [10, 40]. The change of the granular temperature in the non-isothermal case would mainly lead to an increase of the mean viscosity and thus to a more efficient wake damping.
4.3.3. Applications to density waves

Moons also induce large eccentricities to the ring particles over large radial distances if their orbital motion is in resonance with a certain ring region where the particles get a periodic kick (commensurable with their orbital frequency). An important form is the Lindbland resonance defined by the condition

\[(m - 1) \Omega_0 = m \Omega_f \quad (4.45)\]

where \(\Omega_0\) is the orbital frequency of the resonance position and \(\Omega_f\) denotes the pattern speed of the induced perturbation, which can be related to the orbital motion of the moon. Inner and outer Lindbland resonances occur for the integer \(m > 0\) and \(m < 0\), respectively, where \(m\) denotes the order of the resonance. The excitation of the particles at resonances can generate waves in the ring density as a result of an interplay between gravitational stress (Maxwell stress-tensor of gravity) and inertia forces (Coriolis) which widely occur in Saturn’s rings [28, 61, 9]. Their observation permits to quantify the surface mass density and the viscosity in the rings. The surface mass density can be gained from the data using the wave dispersion relation, which shall be derived here on base of the streamline formalism.

The streamlines go around Saturn and have to be closed. Thus, the phase \(\phi = \Omega(r)t - \varpi\) must satisfy the condition \(\phi = m(\Omega(r) - \Omega_t)t\), thus

\[\frac{d\varpi}{dt} = \Omega(r) - m(\Omega(r) - \Omega_t). \quad (4.46)\]

Now, \(\Omega(r)\) can be linearized around the resonance location as \(\Omega(r) \approx \Omega_0 - 3\Omega_0 x/(2a_0)\) and \(\Omega_t\) can be replaced by equation (4.45), resulting in

\[\frac{d\varpi}{dt} = \frac{3\Omega_0}{2a_0}(m - 1) x. \quad (4.47)\]

The precession of \(\varpi\) is caused by particle interactions, where the contribution of self-gravity can be calculated in a similar way as the effect of Newtonian stress and the change in the pericenter position reads [9]

\[\frac{d\varpi}{dt} = \frac{\pi G \Sigma_0}{\Omega_0} |k|h(q). \quad (4.48)\]

A general expression of \(h(q)\) is given for example by ref. [9], where the function fulfills \(h(q) \to 1\) for \(q \to 0\).

Combining the radial dependence of the precession (4.47) with the contributions of the particle interactions given by the equations (4.39) and (4.48) results in the dispersion relation:

\[\frac{3\Omega_0}{2a_0}(m - 1) x = \frac{\pi G \Sigma_0}{\Omega_0} |k| - \frac{c^2}{2} k^2 \quad (4.49)\]

Figure 5 shows the Janus 2:1 density wave in a PPS optical depth profile together with a wavelet power spectrum as an example. The dispersion relation (4.49) has been fitted to the spectrum giving a surface mass density of 700 kg m\(^{-2}\), whereas the smaller nonlinear contribution due to the pressure gradient has been neglected (second term in eq. (4.49)).
Figure 5: Upper Panel: Optical depth profile of the Janus 2:1 Lindblad resonance in Saturn’s B ring from the Voyager PPS scan. Lower Panel: Wavelet spectrum from the profile above. A clear trend in the wavenumber $k$ is visible, which can be explained by the dispersion relation (4.49) if a surface mass density of $\Sigma = 700 \text{ kg m}^{-2}$ is assumed.

5. Discussion

Planetary rings are – apart from their beauty and wealth of structures – the only real examples of granular gases in nature. The quantitative description of their physical nature using macroscopic or mean field balances of dense granular flows has been a challenge for decades.

Kinetic theory appears to be the most appropriate approach to explain the behavior of the granular shear flow in Saturn’s rings. However, the mathematical treatment is quite difficult for most applications. While kinetics of dissipatively colliding ring particles are useful to describe the steady state of the rings – characterized by viscous heating and collisional dissipative cooling – perturbed regions and related structures can easier be characterized by mean field balances of mass, momentum and energy: a reduction of the kinetic description to hydrodynamic moments.

The problem, however, is that the properties of granular gases, transports and equation of state, are not universal for granular gases and rather depend on the physical conditions. The physical reason is found in a lack of a scale separation between size of the ring particles (interaction length scale), the mean free path between them and the spatial scale on which mean field quantities (density, mean velocities and temperature) may change. For instance the molecular interaction scale for molecular gases is in the order of the size of the molecules (Angstroms), their mean free path is in the order of micrometers (depending on pressure and density), and densities, mean velocities and temperatures of the flow usually change on scales larger than centimeters (depending on the system investigated). In other words, these scales are separated by many orders of magnitudes.
for "normal" gases or fluids, whereas they are of the same order for dense granular gases like in Saturn’s rings.

This lack of scale separation is the reason that the transports have to be quantified separately for each physical situation the granular gas rests in. The latter means, for instance, gradients of external forces, which may show spatial scales in the order of the sizes of the granules and of their mean free path. Thus, gradients of forces and of the state variables change over the mean free path – indirectly influencing the matter properties of the granular gas.

Therefore the observed features (overstability or propellers) found in the A ring might not be expected to evolve in other ring regions, like the much denser B ring or the less denser C ring. It could well be that there a moonlet may not be able to generate an observable propeller or that overstable waves do not emerge, although the condition for the instability is formally fulfilled. One reason could be that a linear Newton constitutive relation is not sufficient anymore to describe the transports in the rings and non-linear relations would be needed. Thus, the critical problem of the reduced hydrodynamical approach is the characterization of the transports (closure of balance equations): The relation between shear and momentum transfer as well as between gradients of the velocity dispersion (temperature) and heat flow mediated by the viscosities $\nu$ and $\zeta$, the heat conductivity $\kappa$ and the coefficient $\mu$, respectively. In this sense we have to state that the hydrodynamical description is not of general use for all granular flows.

Nevertheless, we demonstrated the benefit of the hydrodynamical approach in this review using the structural examples of overstability, moonlet induced propeller-features, and density waves at resonance locations – which are all structures that have been predicted theoretically and later detected by experiments of the space vehicles Voyager and Cassini.

In the case of viscous overstability the linear ansätze and proper parameterizations of the transports have been sufficient to predict the overstable viscous waves [65, 55, 53] obeying properties which have indeed been confirmed by the Cassini experiments [19, 74]. These observations seem to support the Fourier and Newton constitutive relations for the energy and momentum transports, respectively, and the hydrodynamic approach in general, further allowing to estimate granular viscosities in the rings. Also the more general investigation of the overstable waves using kinetic theory could confirm the predictions due to the hydrodynamic approach [36, 37].

The prediction of the propeller-structures [68, 72, 58] caused by embedded skyscraper-sized moonlets supports the hydrodynamics in perturbed ring regions as well. Meanwhile more than one hundred propellers have been observed in the outer A ring of Saturn and even a few of the largest of them show all features predicted by theory [76, 71, 75, 78]. However, careful inspections of the observed propeller yielded that the particle size distribution is changing in the perturbed regions – not included in the hydrodynamic model – which is substantial for the interpretation of the observations [71] and could also have influence on the transport of momentum and heat.

These successes motivate to model structures in planetary rings using the hydrodynamical approach also in future even if kinetic theory offers a more accurate description of the rings. A development of a simulation code, as used for preplanetary discs, would also be a worthwhile goal in order to investigate ring structures.
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