A Computational Framework to Assess the Efficacy of Cytotoxic Molecules and Vascular Disrupting Agents against Solid Tumours
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Abstract. A computational framework for testing the effects of cytotoxic molecules, specific to a given phase of the cell cycle, and vascular disrupting agents (VDAs) is presented. The model is based on a cellular automaton to describe tumour cell states transitions from proliferation to death. It is coupled with a model describing the tumour vasculature and its adaptation to the blood rheological constraints when alterations are induced by VDAs treatment. Several therapeutic protocols in two structurally different vascular networks were tested by varying the duration of cytotoxic drug perfusion and the periodicity of treatment cycles. The impact of VDAs were also tested both experimentally from intravital microscopy through a dorsal skinfold chamber on a mouse and numerically. Simulation results show that combining cytotoxic treatment with a post treatment of VDA through a judicious timing could favour the rapid eradication of the tumour. The computational framework thus gives some insights into the outcome of cytotoxic and VDAs treatments on a qualitative basis. Future validation from our experimental setup could open up new perspectives towards Computer-Assisted Therapeutic Strategies.
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1. Introduction

Cancer is one of the major causes of death in the world. The complex and interrelated pathological processes underlying its development have attracted the attention of scientists with different backgrounds. Research dedicated to understand and fight cancer is consequently one of the most active areas in biomedicine.

One of the most common therapies to treat solid tumours is chemotherapy with the use of cytotoxic drugs. These molecules aim at killing tumour cells by stopping or preventing cell proliferation. More recently, antivascular treatments started to be used and many are in clinical trials. Among the antivascular treatments, we can cite the antiangiogenic therapy which prevents the vascular endothelial growth factors (VEGF), produced by the tumour cells to promote vascular growth, from binding with receptors at the surface of endothelial cells. The consequence of this therapy is to limit the pathologic formation of new blood vessels [7, 10]. This idea to act on the tumour vasculature rather than on the tumour itself was proposed for the first time in 1971 by J. Folkman [11]. The principle was to cut the tumour from its blood supply in order to kill the cancer cells through starvation or alternatively to prevent the tumour from growing to a more harmful state by keeping it dormant. Thirty years later, in 2001, R.K. Jain proposed that this form of therapy, judiciously applied, could also be used to “normalize” the vasculature, that is to prune most of the smallest abnormal vessels while keeping its backbone, in order to improve the delivery of therapeutic molecules to the tumour [18]. A more drastic case in antivascular treatment is the use of vascular disrupting agents (VDAs) which directly destroy the unmature tumour vasculature. This treatment acts almost instantaneously after its injection to stop the tumour perfusion leading to widespread tumour necrosis [45]. However the most peripheric tumour cells survive and induce tumour regrowth. This is why VDAs should preferentially be used in combination with other therapies [38].

Today the big challenge, in order to significantly improve cancer therapy for the many different types of solid tumours, is to be able to couple efficiently the existing different means of action. The combinations of therapies are extensively explored theoretically [40, 30, 9, 48, 28] often ahead of experiments. The aim for therapeutic combinations is first, to enhance the curing potential and second to limit toxicity since smaller doses of each therapeutic molecules can be used. One classic example of therapeutic combination is the use of antivascular molecules, which target the vascular network, with molecules which directly targets the cancer cells (proliferating cells) as proposed by R.K. Jain [18]. Indeed, depending on the properties of the vasculature (density, connectivity, maturity) antivascular drugs can either disrupt the vascular network and stop the delivery of cytotoxic molecules or can create the opposite effect by normalizing the vasculature [40, 9]. In that latter
case, blood access to the tumour is improved, which means a better drug delivery to kill cancer cells, but at the same time an increased nutrients and oxygen delivery favouring their growth. For example, enhanced effects of chemotherapeutic agents and radiotherapy have been reported when used in combination with antivascular agents [36, 37]. Novel therapeutic strategies consist in the optimization of dosage and schedule for these combined therapies for individual patients [7, 18]. They have proven to be very successful for a number of cancer except for gliomas where some recent studies have shown that antiangiogenic treatment induces increased local invasion and distant metastasis [29].

The development of theoretical models, which can both reflect pathological cases and predict the outcome of treatments, has a significant impact in this therapeutic area [43, 34, 44, 48]. Mathematical and computational models are extensively developed in that sense. Such models can be used to determine the most efficient combinations of therapies, the delivery regimes (optimum schedule, site of delivery, etc.) with the most effective being taken further in the clinical settings [16]. This was made possible thanks to the tremendous improvements of the tumour growth models over the past ten years [46, 6]. The current models are able to describe the tumour evolution from avascular to vascular growth. They integrate blood flow and vascular adaptation due to rheological constraints [1, 41, 23, 24]. They integrate vascular remodelling in connection with the tumour mass evolution and allow to take into account the effects of treatment [14]. Models are now truly multiscale from the molecule to the tissue around the central cell scale [4, 21, 20, 35, 31]. Intracellular signalling cascades and their implication at the organ scale can now be apprehended and reciprocally. To achieve this, hybrid modelling was developed to access and to be able to describe the full complexity of the multiple events at stake in the tumour evolution [6, 27]. These models are based on the coupling between different theoretical formulations, such as a computationally based cellular automaton with a mathematically based system of partial differential equations. Automata are often used at the smallest scale and allows one to deal with the interactions between individual entities (molecules, cells, etc.)

In this paper, we propose to use such an integrated model of the tumour evolution to specifically test two different therapeutic molecules, a cytotoxic molecule specific for a particular phase of the cell cycle and an antivascular agent, more specifically a vascular disrupting agent (VDA). The mode of action differs from antiangiogenic agents since VDAs act by disrupting the tumour vasculature rather than preventing its growth [45]. It can thus be used at a more advanced stage in the tumour development. We present a computational model specifically designed to evaluate the impact of these drugs and their potential combination. Our aim was to identify the main scenarios, on a qualitative basis, that may occur by using these particular drugs.

In a first part we compare the effects of two phase-specific cytotoxics, acting either on long or short phases of the cell cycle. The molecules are perfused in two structurally different vascular networks according to three different protocols which differ by varying the duration of the drug perfusion and the periodicity of the perfusion cycles. Consequences for the setup of effective therapies are drawn from the results. In a second part, the effects of the VDAs are illustrated.
on a mouse bearing a tumour in a dorsal skinfold chamber, using intravital microscopy. These effects are then simulated from the computational model. Combination with cytotoxic molecules are finally considered and enlighten the condition for judisciously using VDAs.

2. The computational model

The computational model aims at providing a framework for testing two types of therapeutic molecules: cytotoxic molecules directed against the tumour cells and VDAs directed against the vascular network.

_Cytotoxic molecules_ - These molecules generally act on the microtubules to block the process of cell division. They are mainly phase-specific, which means that the cells are only sensitive to these molecules while in a particular phase of the cell cycle. To evaluate the impact of these molecules on tumour growth, it is required to take into account the cell dynamics by which the cell can change state depending on the environmental conditions. Those are limited in this model to the amount of oxygen, the available space and the drug concentration.

_VDAs_ - These agents specifically target the endothelial cells of the existing tumour vasculature through several pathways and cause a pronounced shutdown in blood flow to the tumour tissue, while leaving the blood flow in normal tissues relatively intact [19, 45]. The collapse in tumour blood flow is detected within minutes [45]. Vascular disruption leads to extensive zones of hypoxia which results in tumour cells necrosis within days.

The diagram in figure 1 summarizes the relationship between the elements and processes integrated in the computational model. Those are detailed in turn in the following sections.
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Figure 1: Relationship between the elements of the computational framework.
2.1. Tumour growth

2.1.1. Cell cycle

The cell division cycle is the sequence of events by which a cell replicates all its components and divides them into two daughter cells. It is usually divided into four phases: $G_1$, $S$, $G_2$ and $M$ [47]. The cell-cycle can be affected by the lack of extracellular oxygen (hypoxia), but the effects are different in normal and cancer cells. Both cell types experience hypoxia-induced arrest of the $G_1$ phase of the cell-cycle, but only cancer cells become quiescent by entering the $G_0$ phase (Fig. 2). This corresponds to the transition of the cell to a latent state in which most of its functions, including proliferation, are suspended. Quiescent cells can survive under hypoxia for long periods and they can come back to the proliferative state when more oxygen becomes available. This ability of cancer cells to go into a quiescent (dormant) state gives them a higher resistance to hypoxia, although if the level of oxygen becomes extremely low or hypoxia persists for a long time, cancer cells eventually die [2, 47, 3]. Alternatively, cancer cells can also change their metabolism to glycolysis to cope with the deprivation of oxygen. There is a lack of knowledge about how long a quiescent cell can survive in $G_0$ phase. We make the assumption that if a cell stays more than 10 days in hypoxic conditions, it will die from necrosis. It is known that the cell doubling time varies from one tissue to another, and also between cells of the same tissue (in this case, the difference lies in the variations of the $G_1$ phase duration). Durations for the cell cycle reported in glioma range from 24 to 72 hours [17, 32, 25, 39]. In this model, it is assumed that each cell has the same cell-cycle duration of about 3 days (from 69 to 72 hours).

Figure 2: Graphical representation of the cell-cycle. Cells in the $G_1$ phase experiencing hypoxia enter the $G_0$ phase which marks the transition to quiescence. They can come back to the $G_1$ phase as soon as the level of oxygen becomes sufficient again. We assume here that the cell cycle lasts about 3 days (from 69 to 72 hours) and the following durations for each phase are taken: $G_1$, $t_1 - t_0 = 30h$; $S$, $t_2 - t_1 = 12h$; $G_2$, $t_3 - t_2 = 27h$ and $M$, $t_4 - t_3 = 3h$. 
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2.1.2. Cell metabolism

All cells consume nutrients and oxygen to survive and accomplish their tasks. Cancer cells consume oxygen at rate $2.3 \times 10^{-16}$ mol cells$^{-1}$ s$^{-1}$ [13]. The base consumption rate of proliferative cells is consequently set to this value that we denote $\alpha_p$. The fact that quiescent cells consume less oxygen than active ones is introduced by dividing their consumption rate by a factor of 5 [8]. A proliferative cell becomes quiescent if the local oxygen concentration is lower than $\alpha_p$. Inversely, if the local oxygen concentration of a quiescent cell increases up to $\alpha_p$, it comes back to the proliferative state. If oxygen level drops below $\alpha_q = \alpha_p/5$ [12] and if the cell is exposed for too long to such extreme condition, it dies of hypoxia and becomes necrotic. In this model, nutrients are not taken into account, and oxygen is the only substance responsible for cell growth. We note that some tumour cells are able to switch to an anaerobic energy metabolism based on the glycolysis. However, we will not consider this case in our model at this stage.

2.1.3. Cell death

Cancer cell death can occur through two different mechanisms: apoptosis or necrosis. Proliferating cells die through apoptosis if they are exposed to a high concentration of cytotoxic molecules. Quiescent cells in the other hand are resistant to these molecules, but they can die through necrosis if the level of oxygen becomes extremely low or if hypoxia persists for a long time (that is beyond a time limit that we set to $T_{\text{limit}} = 10$ days). In case of apoptotic death (programmed cell death) the dead cell fragments are cleaned up by macrophages in a few hours (we set this to $t_{\text{apop}} = 5$ hours), whereas in necrotic death the dead cell debris remain and form necrotic aggregates.

2.1.4. Cell state transitions

The tumour cells evolution is modelled by a cellular automaton inspired from the one previously described in [1]. It is defined on a $G$ grid (Fig. 3) where each element $e$ can be empty ($e = 0$) or contain a tumour cell which can either be proliferative, quiescent, apoptotic or necrotic ($e = 1, 2, 3$ or 4 respectively).

The transitions between the different cell types are conditioned by the cell cycle and environmental conditions. More specifically, the level of oxygen available in the tissue, the available space and the local drug concentration determine if the cell will proliferate or die. A timer $t_p$ is assigned to each new born proliferative cell and initially set to $t_p = 0$. The timer is incremented in the simulations with time step $\Delta t$ to follow the cell progression in its cycle. The rules for state transition of the tumour cells described in the flowchart (Fig. 4) are as follows:

- Only proliferative cells are sensitive to cytotoxic drugs. If the local concentration of drug is lethal the cell dies if it is in the related sensitive $X$ phase for this drug (in this paper, $X = G2M$ or $S$). If the cell is not in the sensitive phase, it survives if there is enough oxygen and space.

- A proliferative cell becomes quiescent if the level of oxygen is below the admissible threshold for proliferation $\alpha_p$, the cell should additionally be phase-sensitive to hypoxia, that is in
The simulation domain is a 2mm-long square piece of tissue \((L_x = L_y)\), discretized by a regular \((i, j)\)-grid \(G\) with \(80 \times 80\) elements. The resulting size of each element \(e\) is \(\Delta_x = \Delta_y = 25\mu m\) so as to correspond to the approximate size of a real cell. A tumour cell thus occupies an element \(e(i, j)\) of the grid and a vessel segment is defined between two horizontal or vertical nodes \(N(i, j)\) of this grid.

- If the level of oxygen is above the admissible threshold \(p\), then the cell can divide if in \(M\) phase provided there is enough available space. This means that an empty element \(e = 0\) adjacent to the cell must exist to receive one of the daughter cell. The other daughter cell replaces the mother cell.

- Tumour cells are not able to regulate their proliferation. Therefore, if there is not enough space then the initial proliferative cell enters apoptosis. The apoptotic stage lasts for a time \(t_{apop}\) during which the cell keeps occupying the grid element until the cell is removed which corresponds to the release of this grid element.

- A quiescent cell can come back to a proliferative state if the level of oxygen becomes normal again \((> \alpha_p)\). However, if the oxygen level keeps decreasing below the admissible quiescence threshold \(\alpha_q\) and if the cell is exposed for too long to this increased stress (for longer than time \(T_{limit}\)) then it becomes necrotic. In this case, the grid element occupied by the cell is never released.
Figure 4: Flowchart for tumour cell states transitions. A timer $t_P = 0$ is assigned to each new proliferative cell. In normal oxygen conditions the timer is incremented with time step $\Delta t$. When a cell enters hypoxia, that is the $G_0$ phase, its timer $t_P$ is stopped and switched to $t_Q = 0$. As long as the cell remains quiescent, its timer $t_Q$ is incremented by $\Delta t$. If oxygen becomes available again, the cell returns to the proliferation state and its timer is switched back to its value $t_P$ at which it was stopped. If $t_Q > T_{\text{limit}}$ then the cell becomes necrotic and switches irreversibly to timer $t_N$ which runs to infinity. The cell can also die by apoptosis (programmed cell death). It happens in this automaton if space is lacking for cell division. In that case, the cell timer is also switched irreversibly to $t_A$. It is incremented by $\Delta t$ until it reaches its limit $t_A = t_{\text{apop}}$ above which the cell is killed and cleaned from the simulation space.

2.2. Vascular network

2.2.1. Angiogenesis and blood flow

In this paper, the vascular networks that perfuse the tumour are generated from the tumour angiogenesis model described in [41] where all details can be found. The growth of the vasculature results from the migration of endothelial cells detaching from a parent vessel, in response to the combination of chemotactic and haptotactic gradients of tumour angiogenic factors ($c$) and matrix fibres ($f$) respectively. The migration of the endothelial cells is expressed by equation (2.1) which
reflects the probability for a cell \( n \) to move in one particular direction of the 2D space discretized using the coordinates \((i, j)\) as in the grid of figure 3.

\[
n_{t+1}^{i,j} = P_0 n_{i,j}^t + P_1 n_{i+1,j}^t + P_2 n_{i-1,j}^t + P_3 n_{i,j+1}^t + P_4 n_{i,j-1}^t
\]

Each coefficient, \( P_k, k = 0 \) to \( 4 \), represents the probability for the cell to remain stationary \( (P_0) \), to move left \( (P_1) \), right \( (P_2) \), up \( (P_3) \) or down \( (P_4) \). These probabilities depend on the local gradients of tumour angiogenic factors \( (\nabla c) \) and matrix fibres \( (\nabla f) \), that is:

\[
P_k = P_k(D, \chi \nabla c, \rho \nabla f),
\]

where the coefficient \( D \) is a diffusion coefficient accounting for the random displacement of the cell. The coefficients \( \chi \) and \( \rho \) regulate the sensitivity of the endothelial cells to the chemotactic and haptotactic gradients respectively. Adaptation of these coefficients allow one to control the structure of the resulting vascular network in terms of density and connectivity. The probability for the growing vessels to form some branches is assumed to be proportional to the local density of angiogenic factor.

Vascular adaptation due to blood flow is taken into account in this model. Hemodynamic and metabolic stimuli either dilate or constrict the vessels and ultimately lead to a realistic vascular network typical of the tumour vasculatures (Fig. 5). We note that this model of vascular tumour growth and adaptation to rheological constraints was subsequently developed in the following contributions [23, 21, 24].

Two vascular networks are considered in the simulations to perfuse the tumour. A first relatively homogeneous network (Fig. 5A) and a second more heterogeneous network with higher vessels density (Fig. 5B) obtained by increasing the endothelial cells sensitivity to the tumour angiogenic factors from the mathematical model described in [41]. The tumour at this stage is not explicitly materialized. It is only represented by a VEGF gradient increasing from the top to the bottom of the simulation frame.

In a second step, a perfectly circular tumour (half disk) with all tumour cells initially proliferative, is superimposed on those vasculatures (Fig. 5). Therefore, the imposed tumour geometry plays no explicit part in the generation of the vascular networks used. This means that the initial condition is "artificial". However the tumour spontaneously adapts to the imposed vasculatures (during the first few iterations of the simulations), since the unperfused tumour regions quickly die.

### 2.2.2. Oxygen diffusion

Oxygen is transported by the red blood cells, which proportion in the blood volume is given by the hematocrit. Oxygen molecules diffuse from the vessels to the tissue. In this model, the amount of oxygen molecules is therefore assumed to be directly proportional to the blood hematocrit. The equation describing the oxygen concentration in each automaton element \( e \) is given by:
Figure 5: Vascular networks taken for the simulations to perfuse the tumour. (A) Vascular network 1 perfuses the tumour homogeneously. (B) Vascular network 2 with a higher density of vessels perfuses the tumour heterogeneously leaving a vast area of the tumour unperfused. All the tumour cells are initially proliferative (red).

\[
c_{O_2}(e, t) = \sum_{i \in V} \frac{q_i}{\sqrt{4\pi D_{O_2} t}} \exp\left(-\frac{x_i^2}{4D_{O_2} t}\right) (2.3)
\]

where \( V \) is the set of vessels located at a distance \( x_i \) smaller than 0.1 mm from the automaton element \( e \) and \( q_i \) is the oxygen quantity in the vessel \( i \) evaluated from the hematocrit [1, 41]. \( D_{O_2} \) is the oxygen diffusion coefficient with value \( D_{O_2} = 1.8 \times 10^3 \mu m^2/s \) [15].

2.3. Therapies

2.3.1. Cytotoxic molecules

Cytotoxic molecules block the process of cell division and therefore only affect proliferative cells. Most of these molecules are phase specific meaning that only cells in the appropriate phase are sensitive to treatment. In this model we propose to test two molecules: one affecting the long G2M phase and another one affecting the shorter S phase. The most common method of administration is the intravenous one, which allows the drug a rapid entry in the body circulation. Doses can be given as a bolus or can be perfused over a few hours or days. In general the treatment is given in cycles. In our model, the molecules are perfused in the host vessel of the vascular networks. Perfusions last from 5 to 10 hours and are performed in cycles of one or two weeks. Diffusion of the cytotoxic molecules is described with the same equation as eq. (2.3) replacing \( D_{O_2} \) with \( D_{cyto} = 0.5 \times 10^3 \mu m^2/s \) [42, 26] and taking 0.05 mm as the maximum diffusion length.

2.3.2. Vascular disrupting agents

VDAs operate by disrupting specifically the endothelium of solid tumours resulting in the death of tumour cells from lack of oxygen and nutrients. This leads to the occlusion of blood-transporting vessels as well as the capillary sprouts, resulting in widespread necrosis of established tumours.
A rapid collapse in tumour blood flow can be completed and detected within minutes and is maintained for over 60 minutes after initial vascular shutdown [45]. In some clinical trials, vascular parameters returned to baseline values by 24 hours after treatment [45]. In our model, we assume that VDAs disrupt the vessels perfused with a high concentration of drug and bearing a low shear stress for allowing the drug to act on the endothelium. Vessels disruption then leads to vascular re-adaptation due to the re-circulation of the blood flow through the altered vascular network. Details on the modelling of this adaptation effect can be found in [41]. VDAs are administered through a 5 second bolus injection into the host vessel of the vascular networks.

3. Results

Initial condition and model limitations

The initial condition corresponds to an advanced stage of cancer where the tumour is already vascularized. Since our aim is to test the impact of therapies, we chose an idealized (hence artificial) case where the tumour is initially semi-circular and superimposed on the vasculature (Fig. 5). All tumour cells are initially set as proliferative and are randomly assigned an age in the cell cycle.

We note that one limitation of the model is the partial coupling considered between the vascular network and the tumour. Those two are grown independently: the vasculature is obtained from a VEGF gradient (see section 2.2.1.) and the tumour geometry is imposed as a half-disk. In reality the vascular network develops in response to VEGF signals produced by the tumour cells and reciprocally the tumour develops depending on the nutrients brought by the vasculature. The growth of the vasculature and tumour are thus tightly interdependent. In this model, we do not consider the feedbacks from the tumour on vascular growth or degradation since the vascular network is unaltered in our simulations. However, we do consider vascular disruption due to VDAs. The subsequent vessels adaptation, due to the new blood flow conditions in the altered vasculature, is also taken into account. But vascular regrowth (angiogenesis) is not.

The results presented here aim at illustrating that from a relatively simple model which incorporates some basic elements of vascular-tumour interactions, it is possible to tackle on a qualitative basis the issue of therapy. Model refinements can later be addressed.

3.1. Tumour growth without therapy

Figure 6 presents the growth of the tumour perfused with the vascular network 1 when no therapy is applied. Snapshots of the tumour are taken every 3 or 4 weeks and show a steady growth rate over 18 weeks. The tumour mass grows mainly along the feeding vessels where the oxygen concentration is high and favours cell proliferation. Apoptotic death due to the lack of space for cell proliferation in the most inner regions of the tumour allows the cells to be renewed and to keep an active pool of proliferating cells. We note that in this current version of the model, the tumour vasculature
is unaltered by the growing tumour which means that the oxygen concentration remains sufficient for cells renewal. Isolated patches of necrotic cells rapidly appear in the tumour regions the most distant from a feeding vessel and stabilize in a few days. These necrotic occurrences are essentially due to the "artificial" initial condition that we impose, since we superimpose a circular tumour to an existing vasculature instead of growing them simultaneously.

Figure 6: Tumour growth without therapy. Fingering growth along the feeding vessels is observed over several weeks. The colour legend for tumour cells is the same as in figure 3.
3.2. Cytotoxic molecules

The effect of phase-specific cytotoxic molecules are simulated for the two vascular networks. We define three protocols inspired from those existing in clinical trials [5] with the aim of assessing the effects of two parameters: the amount of drug delivered that we assume directly related to the duration of the drug perfusion and the frequency of the perfusion cycle. The protocols used are as follows:

- protocol A: 5 hours of perfusion once a week,
- protocol B: 10 hours of perfusion once a week,
- protocol C: 10 hours of perfusion once every two weeks.

Figure 7 presents the evolution of the proliferative cell population for each simulated case. For each protocol and each vascular network, two cytotoxic molecules are tested: one targets the 30 hours long G2M phases and the other the shorter 12 hours long S phase. In all cases, it is obviously the molecule targeting the longest part of the cell cycle that is the most efficient since the probability for the tumour cells to be in the sensitive phase is much higher. The tumour is indeed eliminated in 3 to 4 cycles of cytotoxic perfusions whereas it cannot be eradicated with the drug targeting the short S phase. In that case, we observe that the amount of cells killed after each perfusion session corresponds to the amount that regrows during one period of the therapy cycle. The amount of tumour cells is under control as long as the therapy is maintained, however if it is interrupted, the tumour will regrow.

We note that the results obtained for the two vascular networks are qualitatively the same. Indeed, the unperfused tumour regions in vascular network 2 cannot be reached by the cytotoxic molecules, but they cannot be reached by the oxygen either. This means that the cells located in these unperfused regions die of hypoxia. We thus have a natural adaptation of the tumour to the imposed vasculature which attenuates the crudeness of such initial conditions. The higher vessels density of network 2 in the surviving part of the tumour however contributes to a more important decrease of the amount of proliferative cells with an average decrease of 75\% for the first injection of G2M-cytotoxic molecules, compared to an average 65\% for the same molecules in network 1.

Figures 8, 9 and 10 show the tumour evolution in three different therapeutic cases. Figure 8 shows the effect of a G2M-cytotoxic molecule perfused according to protocol A in a tumour vascularised with network 1 (this corresponds to the black curve in figure 7A). The amount of proliferative cells decreases massively in 3 weeks and falls below the detection threshold (set at 2\% of the initial amount of tumour cells). In the other hand, if the S-cytotoxic molecules is used in the same conditions, regeneration of the proliferative cell population is observed in figure 9 (this corresponds to the grey curve in figure 7A). Figure 10 shows the action of the G2M-cytotoxic molecule perfused according to protocol C in network 1 (corresponding to the black curve in figure 7E). In that case, it takes longer (10 weeks) for the proliferative cell population to decrease below the detection threshold.
Figure 7: Evolution of the proliferative cell population depending on the vascular network perfusing the tumour: (A,C,E) for network 1 and (B,D,F) for network 2; the phase of the cell cycle which is targeted by the cytotoxic molecules (G2M or S); the therapeutic protocol used: protocol A (A,B), protocol B (C,D) and protocol C (E,F). The horizontal dashed line corresponds to a detection threshold for tumour cells.
Figure 8: Effects of G2M-phase cytotoxic molecules using protocol A in a tumour perfused with vascular network 1.
Figure 9: Effects of S-phase cytotoxic molecules using protocol A in a tumour perfused with vascular network 1.
Figure 10: Effects of G2M-phase cytotoxic molecules using protocol C in a tumour perfused with vascular network 1.
Figure 11A compares the three therapeutic protocols used with the G2M-phase cytotoxic molecules perfused in vascular network 1. In all three cases, the amount of proliferative cells eventually falls below the detection threshold. However it takes longer to be reached using protocol C since the perfusions of cytotoxic molecules are performed with a cycle of two weeks, instead of one for the two other protocols A and B. This gives more time for the tumour to regrow between two cycles. Protocols A and B which differ by the duration of the drug perfusion (twice longer in protocol B than in protocol A, meaning that the amount of drug delivered is twice higher) give identical results. In both cases the tumour is eliminated in 3 cycles of drug administration. Such a result allows us to discard protocol B since doubling the amount of drug does not improve the outcome of the treatment. In the other hand, it might be useful to retain protocol C. Although the cure takes longer, it could allow the patient more time to recover from potential side effects since drug perfusions are performed on a less frequent basis.
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Figure 11: (A) Comparison of the three therapeutic protocols A, B and C using the G2M-phase cytotoxic molecule perfused in vascular network 1. (B) Effects of various amounts of G2M-phase cytotoxic molecules perfused in network 1 once a week, by varying the duration of the perfusion $d$.

Protocols A and B produced the same effects. In the next simulations (Fig. 11B) we further reduced the amount of drug delivered so as to determine the smallest amount necessary to eliminate the tumour. As in protocol A and B, the frequency for drug administration is fixed to one week. By reducing the dose delivered, a decreasing amount of tumour cells is killed following each perfusion. The population of tumour cells falls below the detection threshold in 21 days for a perfusion duration down to 4 hours. If we keep lowering the amount of drug delivered at each cycle down to a factor 2, the tumour can still be eliminated in 28 days (that is with just one more cycle of perfusion). The optimum dose thus corresponds to a perfusion of 2 hours every week since a smaller dose is not sufficient to prevent the tumour from growing.
3.3. Vascular Disrupting Agents

3.3.1. Experimental observations

Two-photon microscopic images of the tumor vasculature in a human lung carcinoma HTB177 model, growing in a dorsal skin fold chamber at the back of a nude mouse, have been acquired to observe the effects of VDAs. A fluorescent blood agent was injected intravenously for the staining of the tumor vasculature (Fig. 12A) [22]. Thirty minutes after intraperitoneal injection of the vascular disrupting agent, an increase of the vascular permeability was observed and the blood pool agent diffused across vascular endothelium (Fig. 12B). This effect is exhibited in the tumor region with figures 12C and 12D. Shortly afterwards, blood flow in tumor vessels stopped whereas in vessels at the tumor periphery, red blood cells were still circulating (Fig. 12E). One hour after VDA treatment, a second injection of a blood agent was performed and nearly no perfusion was observed in the tumor area (Fig. 12F).

3.3.2. Numerical simulations

A five seconds bolus injection of VDA is administered. Figure 13 shows the effects of the treatment, simulated from the computational model, where the vasculature, oxygen field and tumor state are compared in figures 13(A,D), 13(B,E), 13(C,F) respectively. Some vessels are disrupted (according to the rules defined in section 2.3.2.) inducing blood flow shutdown (Fig. 13D) associated to the occurrence of large hypoxic areas in the tumor mass (Fig.13E). The tumor cells located in these areas rapidly become necrotic and the tumour is substantially but also only partially affected (Fig. 13F). This simulation result shows that the injection of VDAs can reduce the size and growth rate of the tumour. However, the tumour cannot be eradicated with VDAs alone in that case since the remaining tumour mass, rich with proliferative cells, will obviously regrow if treatment is stopped.

Figure 14B shows the evolution of the different states of the tumour cells population over 15 days after the injection of VDAs and compares it to the case without treatment (Fig. 14A). The effects of the VDAs are instantaneous, but combined with the loss of proliferative cells due to the ”artificial” initial condition where the tumour spontaneously adapts to the vasculature. The adaptation mechanism is shown, in the case without treatment, by the drop in proliferative cells (P) which become necrotic (N) (Fig. 14A). The tumour then stabilizes in about 2 days. But this stable state only lasts for ten days corresponding to the time limit beyond which the quiescent tumour cells eventually die through necrosis according to our choice for this parameter.

The injection of VDAs significantly amplifies the decrease of the population of proliferative cells (P) which either become quiescent (Q) or necrotic (N) depending on the degree of hypoxia they are experiencing. The apoptotic cells are not explicitly represented in this graph, however the difference between the tumour cells alive (P+Q) and dead (N) gives the rate of apoptotic death. Measures realised 15 days after treatment reveal a loss of about 20% of proliferative cells and an increase of about 40% of necrotic cells compared to the case without treatment. Regrowth of the
vascular network is not taken into account in this model, however it is expected that this would allow some quiescent cells to switch back to proliferation. The tumour will ultimately regrow if nothing is undertaken to prevent it.

Combination with cytotoxic molecules

The aim with the use of VDAs is to cut the blood delivery to the tumour cells so as to starve them to death. What is typically observed with VDAs is massive tumour necrosis as in our simulation of figure 13. Surviving cells can however allow the tumour to regrow. This is why VDAs should preferentially be used in combination with other therapies [33, 5]. The combination of the actions of VDAs with cytotoxic molecules is now envisaged. Figure 15 presents two cases, where VDAs are used before (Fig. 15A) or after (Fig. 15B) cytotoxic perfusion cycles. A lower dose of cytotoxic drug is considered here with a 3 hour perfusion rather than 5. In both cases, an initial drop of 65% of the amount of proliferative cells is observed. Tumour regrowth is slightly reduced when the vascular network is initially altered with VDAs (Fig.15A). However, these alterations are not sufficient to kill the tumour through hypoxia nore to improve the cytotoxic delivery to all tumour cells, since the remaining clusters of proliferative cells constantly regrow. In the other hand, if VDAs are used once a significant reduction of the amount of proliferative cells has been reached then elimination of the remaining proliferating cells can be obtained. The use of VDAs in that case, allows one to spare the patient more cycles of cytotoxic perfusion.

4. Conclusion

This preliminary work aimed at showing that is it possible to get insights, through numerical simulations, into the complexity of the tumour evolution once a therapy is applied. Our aim at this stage was therefore purely illustrative with no quantitative ambition such as the definition of optimum dosage.

We have first tested two different phase-specific cytotoxic molecules. Unsurprisingly, the molecule acting on the longest phase is more efficient since the probability for the cells to be in the right phase, when treatment is applied, is higher. Moreover we have noted that the density of the vascular network perfusing the tumour enhance the uptake of drug by the tumour, however this enhanced perfusion also favours cells proliferation and tumour regrowth between two cycles of drug delivery. Since unperfused tissue zones lead to necrosis, there is consequently no qualitative difference between a highly perfuse tumour and a less perfused one concerning cytotoxic effects. Variations of the parameters defining the therapeutic protocol, that is the duration of the perfusion (directly related to the amount of drug delivered) and the periodicity of the perfusion cycles allows one to chose the best options based on these results. For example our simulations permit to define the most efficient protocol which is the one using the smallest amount of drug or alternatively the one that would allow the patient a longer period of recovery between sessions of drug administration in case of potential severe side-effects induced by the treatment.
Effects of VDAs were also tested. We started by illustrating the effects of VDAs from two-photon microscopy experiments performed on a mouse bearing a tumour in a dorsal skinfold chamber. VDAs administration led to enhance vascular permeability immediately followed by a shutdown in blood flow for some vessels perfusing the tumour. Our simulation could reproduce this effect by targeting the low shear rate vessels, that is where the VDAs are given the highest probability to act. Shutdown of flow led to hypoxia resulting in massive tumour necrosis. Although the impact on the tumour was significant, simulation shows that it is not enough to eradicate all proliferative tumour cells. Combination with cytotoxic molecules is one efficient mean to reach this goal. Post treatment with VDAs allows one to isolate the remaining clusters of proliferative cells which eventually die of hypoxia.

We finally wish to draw attention on our choice of parameters used for the simulations. Those have been arbitrarily chosen since our aim was not directed towards quantitative predictions. The parameters are consequently not specific of a particular tumour type, they can however be adjusted in that sense. It can be argued that a 3 days long cell cycle is an over-estimation of the duration of tumour cells cycles, however this parameter remains difficult to estimate \textit{in vivo}. The time during which a cell can remain quiescent that we set to 10 days is in the other hand probably underestimated since some cells can remain dormant for several months.

At this stage, our aim was to propose a computational framework to get insights into the outcome of potential cytotoxic and VDAs treatment and this goal was attained. In a next stage, our aim will be to test further this framework for a specific tumour type and to validate the model prediction from our \textit{in vivo} experiment on mice bearing tumours in dorsal skinfold chambers.

The validation of such a computational tool would allow to optimize the therapy while limiting side effects for the patients. Application of such a tool in the clinic would help to rationalize the use of existing therapeutic modes by guiding the clinician to decide on the best possible strategy (drug combination, dose, protocol). Simulations can now be performed on standard multicore workstations with a reasonable timescale ranging from a few minutes, for assessing the effect of a given drug, to the hour to find the optimum treatment among all the possibilities. This opens up new perspectives towards Computer-Assisted Therapeutic Strategies.
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Figure 12: Effects of the VDAs from two-photon microscopic images. (A) Vascular network before treatment. The tumour area is indicated with the dashed line. (B) Vascular network 30 minutes after VDAs injection. The higher fluorescence intensity of the background reveals vascular permeability induced by VDAs. (C) and (D) are extracted from (A) and (B) respectively to exhibit the effect of the VDAs in the tumour area. The arrows in figure (D) show the main spots where the blood leaked out of the vessels. (E) Detail of (B) where red blood cells are seen as dark spots in the blood plasma where the flow is stopped (long arrow) whereas circulating blood cells are seen as dark stripes inside the perfused vessels (small arrows). Images (A,B) are Z-projections (average intensities) of Z-stacks of 33 slices with interdistances of 5 microns. In (F) a Z-projection of standard deviations of fluorescence intensities show only regions with blood perfusion around the tumor area characterized by high standard deviations.
Figure 13: Simulation of the effect of the VDA. (A,B,C) before treatment and (D,E,F) after treatment. (A,D) vascular network; (B,E) oxygen concentration; (C,F) tumour mass.

Figure 14: Comparison of the evolutions of the populations of tumour cells including proliferative (P), quiescent cells (Q) and necrotic cells (N) without treatment (A) and after injection of VDAs (B) in vascular network 1.
Figure 15: Effects of the combined used of cytotoxic molecules and VDAs applied to the tumour perfused with vascular network 1.
Appendix

A Coupling tumour growth and flow time scales

A large discrepancy exists between the time scales for cell proliferation ($10^2 h$), oxygen diffusion (1 to 10s), cytotoxic drug injection ($10^2 h$ to $10^2 h$) and diffusion (1 to 10s) and VDA injection (1 to 10s) and diffusion (1 to 10s).

In order to manage this multiple time scales, two different time scales are used to handle fast and slow processes ($\tau \approx 10^{-4} s$ and $\hat{\tau} \approx 10 h$). The procedure used to couple these two scales is as follows. When a drug is administered, its injection and diffusion is modeled using the fast time scale $\tau$ and tumour evolution is paused. Time scales are switched to the slow scale $\hat{\tau}$, in order to describe the tumour evolution, as soon as one of the following conditions happens depending on the injected drug:

- if the drug is a cytotoxic drug: when the drug reaches a steady state,
- if the drug is a VDA: when no more vessels are disrupted, vasculature adaptation is done and oxygen reaches a steady state.