KdV Equation in the Quarter–Plane: Evolution of the Weyl Functions and Unbounded Solutions
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1. Introduction

Initial–boundary value problems for the integrable nonlinear equations are of great interest, see, for instance, [1, 4, 9, 10, 15, 16, 22, 24, 26, 27] and references therein. In particular, many interesting works were dedicated to the scalar Korteweg-de Vries (KdV) equation $u_t + 6uu_x ± u_{xxx} = 0$ in the quarterplane $x ≥ 0, t ≥ 0$. Solitons induced by boundary excitation were first investigated numerically in [2, 5]. Some rigorous sufficient conditions for the existence of the unique global KdV solution in a semistrip were given in [28], where the case that $u(0, t) = 0$ was studied (and the requirement $u_x(0, t) = 0$ was added when the sign in front of the dispersion term $u_{xxx}$ was negative). The restriction $u(0, t) = 0$ on the boundary condition (for the case of the "plus" in front of the dispersion term in KdV) was removed in the important paper [3]. The so called global relation approach, introduced by A.S. Fokas, was applied to KdV in [29] (see also references therein) and an integral representation for the solution was derived by inverting this global relation. However, after getting the integral representation, "one is left with a nonlinear integral equation to solve" (see [1]). Scattering problems (so called elbow scattering) for linear systems, which are associated with a scalar KdV (i.e., for Lax and generalized Lax systems), and some aspects of the initial–boundary value problem for KdV in the quarterplane were treated in a series of papers by P.C. Sabatier [18–20]. In spite of interesting results, some difficult problems remain unsolved there as well, which is shortly stated in the summary of [19]: "if the approach is transposed to the quarterplane problem, it shows a generalization to KdV of the solutions obtained by Fokas in the linearized KdV problem, but unfortunately the last step is iterative and complicated". Thus, the initial-boundary value problem for KdV is interesting, actively studied and quite difficult even in the scalar case. In this paper we introduce
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Weyl theory and, in particular, the evolution of the Weyl function for the matrix KdV equation with the minus sign in front of the dispersion term $u_{xxx}$:

$$u_t + 3(uu_x + u_x u) - u_{xxx} = 0,$$

(1.1)

where $u(x,t)$ is an $m \times m$ matrix function and KdV is considered in the quarterplane. We study in detail an interesting particular case and construct also blow-up solutions.

Equation (1.1) is the compatibility condition of the auxiliary linear systems

$$\Phi_x(x, t, z) = G(x, t, z) \Phi(x, t, z),$$

(1.2)

$$\Phi_t(x, t, z) = F(x, t, z) \Phi(x, t, z),$$

(1.3)

$$G := \begin{bmatrix} 0 & I_m \\ u - zI_m & 0 \end{bmatrix},$$

(1.4)

$$F := \begin{bmatrix} u_x \\ u_{xx} - 2(u + 2zI_m)(u - zI_m) \\ -u_x \end{bmatrix},$$

(1.5)

where $I_m$ is the $m \times m$ identity matrix. In other words equation (1.1) is equivalent to the zero curvature equation

$$G_t - F_x + [G, F] = 0, \quad [G, F] := GF - FG,$$

(1.6)

where $G$ and $F$ are given by (1.4) and (1.5), respectively.

System (1.2), (1.4) is equivalent to the canonical system (2.10) (and to the Schrödinger equation), and in this paper we derive the evolution $M(t, z)$ of the Weyl function of this system. This evolution is an important component of the solution of the initial-boundary value problem. For simplicity, we derive the evolution under condition that $F$ and $G$ are continuously differentiable, though the requirement of the continuous differentiability could be weakened using the results from [23].

If $u(0, t) = u_{xx}(0, t) = 0$, then system (1.3) at $x = 0$ is equivalent to a Dirac system and its Weyl function is expressed via $\mathcal{M}(0, z)$ (see formula (3.21)). We apply (3.21) and low energy asymptotics of $\mathcal{M}(0, z)$ to show the unboundedness of the KdV solutions in the quarter–plane for some classes of simple initial conditions $u(x, 0)$.

Our Weyl function $M(t, z)$ is connected with the Weyl function from [6] (the latter being denoted here by $\mathcal{M}(t, z)$) via the linear fractional transformation $M = (\mathcal{M} - I_m)(\mathcal{M} + I_m)^{-1}$. We note that the high energy asymptotics of the Weyl functions was actively studied (see [6, 7, 17, 21] and references therein) following the seminal papers [12, 13]. Though the low energy asymptotics of the Weyl functions is used in the present paper, the high energy asymptotics (namely, an important result on asymptotics of the Weyl function in terms of the values of $u$ and its derivatives at $x = 0$ from [6]) jointly with the evolution of the Weyl function could also prove useful for the analysis of the initial-boundary conditions.

We discuss some background in Section 2, obtain the evolution law in Section 3, and study the unboundedness of the solutions in Section 4.

2. Some Background

Let us normalize the fundamental solution $\Psi$ of the equation (1.2) by introducing

$$\Psi(x, t, z) = \Phi(x, t, z)\Phi(0, t, z)^{-1}$$

(2.1)

satisfying the initial condition

$$\Psi(0, t, z) = I_{2m}.$$

(2.2)
Suppose, \( G \) and \( F \) are continuously differentiable on the half-strip \( 0 \leq x < \infty, 0 \leq t < \infty \) and (1.6) holds. Then, according to section 12.1 [27] (see also [25, 26]) we have
\[
\Psi(x, t, z) = V(x, t, z)\Psi(x, 0, z)V(0, t, z)^{-1},
\]
(2.3)
where the \( 2m \times 2m \) matrix function \( V \) satisfies relations
\[
V_t(x, t, z) = F(x, t, z)V(x, t, z), \quad V(x, 0, z) = I_{2m}.
\]
(2.4)
Introduce the matrices
\[
J := \begin{bmatrix} 0 & I_m \\ I_m & 0 \end{bmatrix}, \quad \Sigma_3 := \begin{bmatrix} I_m & 0 \\ 0 & -I_m \end{bmatrix},
\]
(2.5)
\[
J_1 = T J T^* = i \begin{bmatrix} 0 & -I_m \\ I_m & 0 \end{bmatrix}, \quad T := \frac{1}{\sqrt{2}} \begin{bmatrix} iI_m & I_m \\ -I_m & -iI_m \end{bmatrix}.
\]
(2.6)
Further we shall consider the case of the self-adjoint (real-valued for \( m = 1 \)) \( u \):
\[
u(x, t) = u(x, t)^*, \quad i.e., \quad \frac{\partial}{\partial x} (\Psi(x, t, 0)^* J_1 \Psi(x, t, 0)) = 0.
\]
(2.7)
From (2.2), (2.6) and (2.7) it follows that
\[
T^* \Psi(x, t, 0)^* J_1 \Psi(x, t, 0) T = T^* J_1 T = J.
\]
(2.8)
Putting
\[
\tilde{\Psi}(x, t, z) = (\Psi(x, t, 0) T)^{-1} \Psi(x, t, z) T,
\]
(2.9)
and taking into account (1.2), (1.4), (2.8) and (2.9) we see that \( \tilde{\Psi}(x, t, z) \) is the fundamental solution of the canonical system
\[
\tilde{\Psi}_x(x, t, z) = iz J H(x, t) \tilde{\Psi}(x, t, z), \quad \tilde{\Psi}(0, t, z) = I_{2m},
\]
(2.10)
where
\[
H(x, t) = T^* \Psi(x, t, 0)^* \begin{bmatrix} I_m \\ 0 \\ 0 \\ 0 \end{bmatrix} \Psi(x, t, 0) T \geq 0.
\]
(2.11)
Moreover, \( H \) satisfies [25] the positivity condition
\[
\int_0^l H(s, t) ds > 0 \quad (l > 0).
\]
(2.12)
Indeed, for any \( h \in \mathbb{C}^{2m}, h \neq 0 \) we have,
\[
h^* H(s, t) h = g(s, t)^* g(s, t), \quad g(s, t) := [I_m \\ 0] \Psi(s, t, 0) T h,
\]
(2.13)
where, according to (1.2), (1.4), and (2.2), the relations
\[
g_{ss}(s, t) = u(s, t) g(s, t), \quad \begin{bmatrix} g(0, t) \\ g_s(0, t) \end{bmatrix} = Th \neq 0
\]
(2.14)
hold. Inequality (2.12) follows from (2.13) and (2.14).

By (2.12), the linear fractional transformations
\[
M(l, t, z) = i \left( A_{11}(l, t, z) P_l(t, z) + A_{12}(l, t, z) Q_l(t, z) \right)
\]
\[
\times \left( A_{21}(l, t, z) P_l(t, z) + A_{22}(l, t, z) Q_l(t, z) \right)^{-1}, \quad \Im(z) > 0,
\]
(2.15)
where the matrices $A_{kj}$ are the $m \times m$ blocks of $A$,

$$A(l, t, z) := \tilde{\Psi}(l, t, z)^*, \quad (2.16)$$

and $P_l, Q_l$ are meromorphic nonsingular pairs with property-$J$,

$$P_l^*P_l + Q_l^*Q_l > 0, \quad P_l^*Q_l + Q_l^*P_l \geq 0, \quad (2.17)$$

are well-defined for $\Im(z) > 0$. The matrix functions $M$ are Herglotz (Nevanlinna) functions, that is, $\Im(M(z)) \geq 0$ in $\mathbb{C}_+$, and they are called Weyl–functions of the canonical system on the interval $(0, l)$. Further we shall assume that $u$ is bounded:

$$\sup_{0 \leq t < \infty, 0 \leq x < t} \|u(x, t)\| < C. \quad (2.18)$$

Then, by (2.10) and (2.12) there is a unique limit of the functions $M(l, t, z)$, which is independent of the choice of the pairs $P_l, Q_l$ with property-$J$:

$$\lim_{l \to \infty} M(l, t, z) = M(t, z). \quad (2.19)$$

For a detailed proof of (2.19) see p. 177 in [27], where the proof of a similar formula (1.18) (condition b)) from p. 169 is given.

Note that one can omit the variable $t$ in formulas (1.2), (2.1), (2.2), (2.9)–(2.19) while considering a certain subclass of canonical systems. The limit $M(z) = \lim_{l \to \infty} M(l, z)$ is called the Weyl–function of the system (2.10) on the semi-axis $x > 0$. It has the property (see formula (1.24) on p. 121 in [27])

$$\int_0^\infty \left[ \begin{array}{cc} I_m & iM(z)^* \\ I_m & iM(z) \end{array} \right] \tilde{\Psi}(x, z)^*H(x)\tilde{\Psi}(x, z) \left[ \begin{array}{c} I_m \\ -iM(z) \end{array} \right] dx < \infty, \quad z \in \mathbb{C}_+. \quad (2.20)$$

The function $M(z)$ is also the Weyl–function of the Sturm–Liouville system

$$-Y_{xx}(x, z) + u(x)Y(x, z) = zY(x, z), \quad (2.21)$$

where the matrix function $u$ coincides with the $u$ in (1.4). In particular, formula (2.20) can be rewritten in the form

$$\int_0^\infty \left[ \begin{array}{cc} I_m & iM(z)^* \\ I_m & iM(z) \end{array} \right] Y(x, z)^*Y(x, z) \left[ \begin{array}{c} I_m \\ -iM(z) \end{array} \right] dx < \infty, \quad z \in \mathbb{C}_+, \quad (2.22)$$

where $Y$ is the $m \times 2m$ solution of (2.21) normalized by the condition

$$Y(0, z) = (\sqrt{2})^{-1}[iI_m \quad I_m], \quad Y_x(0, z) = (\sqrt{2})^{-1}[iI_m - I_m]. \quad (2.23)$$

We also recall that the Weyl–function $M_D(\zeta)$ of the Dirac–type system on the semi-axis

$$\frac{d}{dt}W(t, \zeta) = i[\zeta\Sigma_3 + \Sigma_3 V(t)]W(t, \zeta), \quad W(0, \zeta) = I_{2m}, \quad V = \left[ \begin{array}{cc} 0 & v \\ v^* & 0 \end{array} \right], \quad (2.24)$$

where $V$ is locally summable, is uniquely defined by the inequality

$$\int_0^\infty \left[ \begin{array}{c} I_m \\ \imath M_D(\zeta)^* \\ I_m \end{array} \right] KW(t, \zeta)^*KW(t, \zeta)K^* \left[ \begin{array}{c} I_m \\ -\imath M_D(\zeta) \end{array} \right] dt < \infty, \quad (2.25)$$

$$\Im(\zeta) > 0, \quad K := \frac{1}{\sqrt{2}} \left[ \begin{array}{cc} I_m & -I_m \\ I_m & I_m \end{array} \right]. \quad (2.26)$$

See the procedure to recover $V$ from $M_D$ in [21, 27] and the references therein.

Using (2.3) and (2.19) the evolution of the Weyl–function $M(t, z)$ ($t > 0$) was derived in [25]–[27] for the KdV equation $u_t - 3(5u_x + uu_x) + uu_{xxx} = 0$ with the plus sign in front of the dispersion term. Moreover, the initial–boundary problem $u(x, 0) = f(x), u(0, t) = u_{xx}(0, t) = 0$ was treated in [25] for the scalar case $u_t - 6uu_x + uu_{xxx} = 0$. We shall modify these results for the case of the KdV equation (1.1), where this number of the initial–boundary conditions will be appropriate (see [3, 28]).
3. The KdV Equation with a Negative Dispersion Term

Denote the Weyl–function of system (2.10) at \( t = 0 \) by \( M(0, z) \) and put

\[
R(l, t, z) := (\Psi(l, t, 0)T)^* \left( V(l, t, \bar{z})^* \right)^{-1} \left( (\Psi(l, 0, 0)T)^* \right)^{-1}, \tag{3.1}
\]

\[
R(t, z) = \begin{bmatrix} r_{11}(t, z) & r_{12}(t, z) \\ r_{21}(t, z) & r_{22}(t, z) \end{bmatrix} := R(0, t, z), \tag{3.2}
\]

where \( r_{kj} \) are \( m \times m \) blocks of \( R \).

**Proposition 3.1.** Let the bounded \( m \times m \) matrix function \( u \) satisfy the KdV equation (1.1) on the half-strip \( 0 \leq x < \infty, 0 \leq t < \infty \). Assume that the corresponding matrix functions \( G \) and \( F \) given by (1.4) and (1.5) are continuously differentiable. Then the evolution of the Weyl–function \( M(t, z) \) is given by the formula

\[
M(t, z) = i \left( -i r_{11}(t, z) M(0, z) + r_{12}(t, z) \right) \left( -i r_{21}(t, z) M(0, z) + r_{22}(t, z) \right)^{-1}. \tag{3.3}
\]

**Proof.** Taking into account (2.9) and (2.16), rewrite formula (2.3) in the form

\[
A(l, t, z)R(l, t, z) = R(t, z)A(l, 0, z). \tag{3.4}
\]

To show that \( R \) is \( J \)-expanding in some domain in \( \mathbb{C}_+ \), we shall use the equation

\[
\frac{\partial}{\partial t} \left( V(l, t, \bar{z})^{-1} \right) = -V(l, t, \bar{z})^{-1} F(l, t, \bar{z}). \tag{3.5}
\]

From (3.5) it follows that

\[
\frac{\partial}{\partial t} \left( V(l, t, \bar{z})^{-1} J_1 \left( V(l, t, \bar{z})^{-1} \right)^* \right) \tag{3.6}
\]

\[
= -V(l, t, \bar{z})^{-1} (F(l, t, \bar{z}) J_1 + J_1 F(l, t, \bar{z})^*) \left( V(l, t, \bar{z})^{-1} \right)^*. \]

By (1.5) and the first relation in (2.7) we have

\[
F(l, t, \bar{z}) J_1 + J_1 F(l, t, \bar{z})^* = 2i(z - \bar{z}) \begin{bmatrix} 2I_m & 0 \\ 0 & 2(z + \bar{z})I_m - u(l, t) \end{bmatrix}. \tag{3.7}
\]

Taking into account (2.18) and (3.7) we derive

\[
- \left( F(l, t, \bar{z}) J_1 + J_1 F(l, t, \bar{z})^* \right) > 0 \quad \text{for} \quad \Im(z) > 0, \Re z > C/4. \tag{3.8}
\]

In view of (3.6), (3.8) and the second relation in (2.4) we get

\[
V(l, t, \bar{z})^{-1} J_1 \left( V(l, t, \bar{z})^{-1} \right)^* > J_1 \quad \text{for} \quad \Im(z) > 0, \Re z > C/4. \tag{3.9}
\]

According to (2.8), (3.1) and (3.9) the inequality

\[
R(l, t, z)^* J R(l, t, z) > J \quad \text{for} \quad \Im(z) > 0, \Re z > C/4 \tag{3.10}
\]

is true. By (2.15), (2.19), (3.4) and (3.10), we derive (3.3) for \( z \) in the domain \( \Im(z) > 0, \Re z > C/4 \). In view of the analyticity of the Weyl–functions, it follows that (3.3) is valid everywhere in \( \mathbb{C}_+ \).

Consider now the particular case of the initial–boundary value problem in the quarter–plane:

\[
u(x, 0) = f(x), \quad u(0, t) = u_{xx}(0, t) = 0 \quad (0 \leq x < \infty, 0 \leq t < \infty). \tag{3.11}
\]
If \( u \) is a scalar function, the case (3.11) belongs to the so called "linearizable" cases from [8, Section 4.3] but we shall see that, in spite of being "linearizable", this case is not so simple. In particular, the blow up solutions, that appear here, are of interest. As already mentioned above, the KdV equation, which has the "plus" in front of the dispersion term, was treated together with conditions (3.11) in [26] but these conditions seem more appropriate in the "minus" case. We recall also the somewhat different conditions of this type (namely, \( u(0, t) = u_x(0, t) = 0 \)) in [28].

According to (2.2), (3.1), (3.2) and (3.5) we have

\[
R(t, z) = T^* (V(0, t, z)^*)^{-1} T,
\]

(3.12)

\[
\frac{d}{dt} R(t, z) = -T^* F(0, t, z)^* TR(t, z), \quad R(0, z) = I_{2m}.
\]

(3.13)

By (1.5) and (3.11) one can see that

\[
-F(0, t, z)^* = \begin{bmatrix}
-u_x(0, t) & -4z^2 I_m \\
4z I_m & u_x(0, t)
\end{bmatrix}.
\]

(3.14)

Following [25], let us transform (3.13) into the Dirac–type system. Note for that purpose, that

\[
T \text{diag}\{I_m, \sqrt{z} I_m\} \begin{bmatrix} 0 & -z^2 I_m \\
z I_m & 0 \end{bmatrix} \text{diag}\{I_m, \frac{1}{\sqrt{z}} I_m\} T^* = -iz^2 \Sigma_3,
\]

(3.15)

where \( J \) and \( j \) are defined in (2.5) and diag means a block diagonal matrix. We consider \( z \in \mathbb{C}_+ \) and choose the branch \( \sqrt{z} \) so that \( \sqrt{z} \in \mathbb{C}_+ \). Now, put

\[
\tilde{R}(t, \zeta) := Z(z)^{-1} R(t, z) Z(z), \quad Z(z) := T^* \text{diag}\{I_m, \frac{1}{\sqrt{z}} I_m\} T^*,
\]

(3.17)

\[
\zeta := -4z^2.
\]

(3.18)

From (3.13)-(3.18) it follows that \( \tilde{R} \) satisfies the Dirac–type system

\[
\frac{d}{dt} \tilde{R}(t, \zeta) = [i \zeta \Sigma_3 - \text{diag}\{u_x(0, t), u_x(0, t)\}] J \tilde{R}(t, \zeta), \quad \tilde{R}(0, \zeta) = I_{2m}.
\]

(3.19)

Recall that the Weyl–function \( M_D \) of the Dirac–type system is defined via (2.25). Recall also that the Weyl–function \( M_v \) of the Sturm–Liouville system with the trivial potential \( u \) (i.e., \( u \) equal to zero) equals \([i \sqrt{z} - 1]/[i \sqrt{z} + 1] I_m\). Hence we shall require that

\[
\lim_{t \to \infty} M(t, z) = \frac{i \sqrt{z} - 1}{i \sqrt{z} + 1} I_m.
\]

(3.20)

**Proposition 3.2.** Assume that there exists a solution \( u \) of the KdV equation (1.1) on the quarter–plane \( 0 \leq x < \infty, 0 \leq t < \infty \), which satisfies also the conditions of Proposition 3.1 and the initial–boundary value conditions (3.11). Suppose that (3.20) holds. Then \( u \) may be uniquely recovered by the following procedure:

First, the Weyl–function of the Dirac–type system (3.19) is recovered for sufficiently large values of \( \Im(\sqrt{z}) \) by the formula

\[
M_D(-4z^2) = \frac{1}{\sqrt{z}} (I_m + M(0, z))(I_m - M(0, z))^{-1},
\]

(3.21)

where \( z \) belongs to the sector \( \frac{3}{4} \pi < \arg(z) < \pi \). The matrix function \( M(0, z) \) in (3.21) is the Weyl–function of the canonical system (2.10), (2.11) at \( t = 0 \), which is determined by the initial condition \( u(x, 0) = f(x) \).
Next, the matrix-function \( u_x(0, t) \) is uniquely recovered from \( M_D(z) \), after which \( R(t, z) \) is given by (3.13) and (3.14). The evolution of the Weyl–function \( M(t, z) \) is given by (3.3) in terms of \( R \) and \( M(0, z) \).

Finally, \( u(x, t) \) is uniquely recovered from \( M(t, z) \).

**Proof.** By (3.19) we get
\[
\frac{d}{dt} \tilde{R}(t, \zeta) + \Sigma_3 \tilde{R}(t, \zeta) = i(\zeta - \overline{\zeta}) \tilde{R}(t, \zeta)^* \tilde{R}(t, \zeta). \tag{3.22}
\]
Formula (3.22) and the second relation in (3.19) imply that
\[
\tilde{R}(t, \zeta)^* \Sigma_3 \tilde{R}(t, \zeta) - \Sigma_3 < -\delta \int_0^t \tilde{R}(s, \zeta)^* \tilde{R}(s, \zeta) ds \quad \text{for} \quad \Im(\zeta) > \delta/2 > 0,
\]
or, equivalently, we have
\[
\Sigma_3 - \tilde{R}(t, \zeta)^* \Sigma_3 \tilde{R}(t, \zeta) > \delta \int_0^t \tilde{R}(s, \zeta)^* \tilde{R}(s, \zeta) ds \quad \text{for} \quad \Im(\zeta) > \delta/2 > 0. \tag{3.23}
\]

Next, let us show that for sufficiently large values of \( \Im(\sqrt{z}) \) and \( t \) the inequality
\[
|M_m - iM_D(\zeta)^* R(t, \zeta)^* \Sigma_3 R(t, \zeta) K^* [I_m - iM_D(\zeta)]| \geq 0, \tag{3.24}
\]
where \( M_D \) is given by (3.21), is valid. First, take into account (2.26) and (3.17) and note that
\[
Z(z)K^* = -\frac{1}{2} \left[ I_m \frac{\sqrt{z}}{\sqrt{z}} I_m \sqrt{z} I_m \right]. \tag{3.25}
\]
Using (3.17), (3.21) and (3.25) we write
\[
\tilde{R}(t, \zeta) K^* \left[ \begin{array}{c} I_m \\ -iM_D(\zeta) \end{array} \right] = \frac{-2}{\sqrt{2z}} Z(z)^{-1} R(t, z) \left[ \begin{array}{c} -iM(0, z) \\ I_m \end{array} \right] (I_m - M(0, z))^{-1}. \tag{3.26}
\]

According to Proposition 3.1 we have
\[
R(t, z) \left[ \begin{array}{c} -iM(0, z) \\ I_m \end{array} \right] = \left[ \begin{array}{c} -iM(t, z) \\ I_m \end{array} \right] \left( (-i)r_{21}(t, z)M(0, z) + r_{22}(t, z) \right). \tag{3.27}
\]
Taking into account that
\[
Z(z)^{-1} = T \operatorname{diag} \{I_m, \sqrt{z} I_m\} T, \quad T^* \Sigma_3 T = J_1, \tag{3.28}
\]
we obtain
\[
(Z(z)^{-1})^* \Sigma_3 Z(z)^{-1} = \frac{1}{2} \left[ \frac{i(\sqrt{z} - \sqrt{z}) I_m (\sqrt{z} + \sqrt{z}) I_m}{(\sqrt{z} + \sqrt{z}) I_m} \right]. \tag{3.29}
\]
From (3.26), (3.27) and (3.29) it follows that
\[
[I_m - iM_D(\zeta)^* R(t, \zeta)^* \Sigma_3 R(t, \zeta) K^* [I_m - iM_D(\zeta)]
\]
\[
= \omega(t, z)^* [iM(t, z)^* I_m] \frac{i(\sqrt{z} - \sqrt{z}) I_m (\sqrt{z} + \sqrt{z}) I_m}{(\sqrt{z} + \sqrt{z}) I_m} \frac{i(\sqrt{z} - \sqrt{z}) I_m}{(\sqrt{z} + \sqrt{z}) I_m}
\]
\[
\times \left[ \begin{array}{c} -iM(t, z) \\ I_m \end{array} \right] \omega(t, z)
\]
\[
\sim \frac{8|\sqrt{z}|^2}{|i\sqrt{z} + 1|^2} \omega(t, z) \omega(t, z) > 0 \quad (t \to \infty), \tag{3.30}
\]
where
\[ \omega(t, z) = \frac{1}{\sqrt{z}} \left( -(i)r_{21}(t, z)M(0, z) + r_{22}(t, z) \right) (I_m - M(0, z))^{-1}. \] (3.31)

We recall the choice \( \frac{2\pi}{\sqrt{z}} < \arg(z) < \pi \), that is, \( \Im(\zeta) > 0 \). By (3.20) and (3.30) for sufficiently large values of \( t \) we get (3.24).

Hence, it follows from (3.23) and (3.24) that the inequality
\[ \int_0^\infty |I_m\ iM_D(\zeta^*)K\tilde{R}(s, \zeta)^*\tilde{R}(s, \zeta)K^* \left[ I_m \begin{bmatrix} I_m & -iM_D(\zeta) \end{bmatrix} \right] ds < \infty \] (3.32)
holds. Thus, \( M_D \) is, indeed, the Weyl–function of the Dirac system. The evolution \( M(t, z) \) follows from Proposition 3.1. For the inverse problem for our canonical system, when \( u \) is bounded, see [27], p. 116 and references.

We provide a short SUMMARY of the scheme employed:

<table>
<thead>
<tr>
<th>Step</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( f(x) = u(x, 0) ) by (1.2), (2.1) ( \Rightarrow \Psi(x, 0, 0), x \geq 0 ) by (2.11) ( \Rightarrow H(x, 0), x \geq 0 ), ( \text{by (2.10)} ) ( \Rightarrow \tilde{\Psi}(x, 0, z), x \geq 0 ), ( \text{by (2.15), (2.19)} ) ( \Rightarrow M(0, z) ) by (3.21) ( \Rightarrow M_D(\zeta) ) ( M_D(\zeta) ) and (3.19) ( \Rightarrow u(x, 0, t), t \geq 0 ) by (3.13) ( \Rightarrow R(t, z), t \geq 0 )</td>
</tr>
<tr>
<td>2</td>
<td>( M(0, z) ) and ( R(t, z), t \geq 0 ) ( \Rightarrow M(t, z), t \geq 0 ), ( \text{by solving an IP} \Rightarrow u(x, t), x \geq 0, t \geq 0 )</td>
</tr>
<tr>
<td>3</td>
<td>( \text{prove that } u \text{ solves } \Rightarrow KdV(u) = 0, x \geq 0, t \geq 0. )</td>
</tr>
</tbody>
</table>

Consider the simplest example.

**Example 3.3.** Put for simplicity \( m = 1 \), i.e., consider a scalar KdV equation. The simplest case is the case \( u(x, 0) = f(x) = 0 \) (see the initial–boundary value conditions (3.11)). The Weyl function \( M(0, z) \) of the Sturm–Liouville system with \( u \equiv 0 \) is given by the formula
\[ M(0, z) = i\sqrt{z} - \frac{1}{i\sqrt{z} + 1}. \] (3.33)

By (3.21) it follows that the Weyl function \( M_D(\zeta) \) of the Dirac system (3.19) is given by the formula
\[ M_D(\zeta(z)) = \begin{bmatrix} 1 & 1 + i\sqrt{z}^{-1} \sqrt{z}^{-1} \end{bmatrix} = i, \quad \zeta(z) = -4z^{\frac{3}{2}}. \] (3.34)

As \( M_D \equiv i \) is the Weyl function of the Dirac system (3.19) with a trivial potential \( u_x = 0 \) we get the fundamental solution
\[ \tilde{R}(t, \zeta) = \exp(it\zeta \Sigma_3). \] (3.35)

Hence, taking into account (3.17) we derive
\[ R(t, \zeta(z)) = Z(z) \exp(it\zeta(z) \Sigma_3) Z(z)^{-1}, \quad Z(z) := T^* \text{diag} \{I_m, \frac{1}{\sqrt{z}} I_m \} T^*. \] (3.36)

Using (3.36) we can obtain \( M(t, z) \). First, rewrite (3.3) in the form
\[ M(t, z) = i[1 0]R(t, \zeta(z)) \begin{bmatrix} -iM(0, z) \\ 1 \end{bmatrix} \left( \begin{bmatrix} 0 & 1 \end{bmatrix} R(t, \zeta(z)) \left[ \begin{bmatrix} -iM(0, z) \\ 1 \end{bmatrix} \right] \right)^{-1}. \] (3.37)
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Next, note that according to (3.33) and the second equality in (3.36) we have
\[
Z(z)^{-1} \begin{bmatrix} -iM(0, z) \\ 1 \end{bmatrix} = -\frac{2\sqrt{z}}{i\sqrt{z} + 1} \begin{bmatrix} 1 \\ 0 \end{bmatrix}.
\] (3.38)
From (3.36) and (3.38) it follows that
\[
R(t, \zeta(z)) \begin{bmatrix} -iM(0, z) \\ 1 \end{bmatrix} = e^{it\zeta(z)} \begin{bmatrix} \sqrt{z} + i \\ i\sqrt{z} + 1 \end{bmatrix} = e^{it\zeta(z)} \begin{bmatrix} -iM(0, z) \\ 1 \end{bmatrix}.
\] (3.39)
By (3.37) and (3.39) we have \(M(t, z) \equiv M(0, z)\). That is, \(u(x, t) \equiv 0\).

4. Non–existence of the global solutions in the quarter–plane

The global solutions, satisfying conditions of Proposition 3.2, do not exist for wide classes of the initial value functions \(f(x)\). Using small energy asymptotics of the corresponding Weyl–functions we explicitly construct in this section such a class of initial value functions.

First, we describe the explicit construction of the potentials and Weyl functions from Theorem 0.1 and Proposition 2.2 in [14]. For this purpose we fix an integer \(n > 0\) and three matrices, namely, an \(n \times n\) matrix \(\alpha\) and \(n \times m\) matrices \(\vartheta_k\), \(k = 1, 2\), such that
\[
\alpha - \alpha^* = \vartheta_1\vartheta_2^* - \vartheta_2\vartheta_1^*.
\] (4.1)
The triple \(\{\alpha, \vartheta_1, \vartheta_2\}\), which satisfies (4.1), is called admissible. Consider Sturm–Liouville system (2.21) where \(u\) is determined by the triple \(\{\alpha, \vartheta_1, \vartheta_2\}\). Namely, put
\[
u(x) \equiv 2\{(A_2(x)^*S(x)^{-1}A_2(x))^2 + A_1(x)^*S(x)^{-1}A_2(x)
\]
\[
\quad + A_2(x)^*S(x)^{-1}A_1(x)\},
\] (4.2)
(4.3)
where
\[
A(x) = \begin{bmatrix} A_1(x) \\ A_2(x) \end{bmatrix} = e^{\beta} \begin{bmatrix} \vartheta_1 \\ \vartheta_2 \end{bmatrix}, \quad \beta = \begin{bmatrix} 0 & \alpha \\ -I_n & 0 \end{bmatrix}.
\] (4.4)
\[
S(x) = I_n + \int_0^x A_2(y)A_2(y)^*dy, \quad x \geq 0.
\] (4.5)

**Theorem 4.1.** [14] Let \(u\) be determined by the admissible triple \(\{\alpha, \vartheta_1, \vartheta_2\}\) via formulas (4.2)–(4.5) and let \(Y\) satisfy (2.21) and (2.23). Then, for any sufficiently large values of \(\Im \sqrt{z}\), \(\sqrt{z} \in \mathbb{C}_+\) we have
\[
\int_0^\infty \left[i\phi(\sqrt{z})^*I_n\right] Y(x, z)^*Y(x, z) \left[-i\phi(\sqrt{z})I_n\right] dx < \infty,
\] (4.6)
where
\[
\phi(\sqrt{z}) = \left(\varphi_2(z) + \frac{2i}{\sqrt{z}}I_n\right)\varphi_1(z),
\] (4.7)
and the matrix functions \(\varphi_1\) and \(\varphi_2\) are rational matrix functions given by the realizations:
\[
\varphi_1(z)^{-1} = I_m + B^*J(zI_{2n+m} - A)^{-1}B, \quad \varphi_2(z) = -I_m + C(zI_{2n+m} - A)^{-1}B.
\] (4.8)
Formula (5.31) in [14] has the form
\[ \Omega_2 + \Omega_4 \] and (5.17) in [14] for the derivatives of \( u \) satisfying (2.22) for sufficiently large values of \( \Im \sqrt{z} \). The derivatives of \( u \) (4.7) can be rewritten as
\[ \text{Relation (4.2) can be rewritten as} \]
\[ \text{Corollary 4.2. The Weyl function } M \text{ of system (2.21), where } u \text{ has the form (4.2), is given by formulas (4.7)-(4.10) for all } z \in \mathbb{C}_+ \text{ excluding a finite number of points.} \]

Relation (4.2) can be rewritten as
\[ u = 2(\Omega_2^2 + \Omega_{12} + \Omega_{21}); \quad \Omega_{kj} := A_k^* S^{-1} A_j, \quad k, j = 1, 2. \] (4.12)

The derivatives of \( u \) are calculated in [14] using (4.2)-(4.5). In particular, from the expressions (5.16) and (5.17) in [14] for the derivatives of \( \Omega_{kj} \) one can get
\[ u_x = 2(A_2^* \alpha^* S^{-1} A_2 + A_2^* S^{-1} \alpha A_2 - 2 \Omega_{11} - \Omega_{12} \Omega_{22} - \Omega_{22} \Omega_{21}) - u \Omega_{22} - \Omega_{22} u. \] (4.13)

Formula (5.31) in [14] has the form
\[ 3u^2 - \frac{\partial^2 u}{\partial x^2} = 8(\Omega_{21} \Omega_{12} + A_2^* S^{-1} \alpha A_2 \Omega_{22} + \Omega_{22} A_2^* \alpha^* S^{-1} A_2 + A_2^* S^{-1} \alpha A_1 + A_1^* \alpha^* S^{-1} A_2). \] (4.14)

Formula (5.37) in [14] after some cancellations takes the form
\[ \frac{\partial}{\partial x}(3u^2 - \frac{\partial^2 u}{\partial x^2}) = 8(A_2^* (\alpha^*)^2 S^{-1} A_2 - A_2^* \alpha^* S^{-1} A_1 - A_1^* \alpha^* S^{-1} A_2 \Omega_{22} + A_2^* S^{-1} \alpha^* A_2 - A_1^* S^{-1} \alpha A_1 - \Omega_{22} A_2^* S^{-1} \alpha A_1 - A_2^* S^{-1} \alpha A_2 (\Omega_{22}^2 + \Omega_{21}) + \Omega_{22} (A_2^* \alpha^* S^{-1} A_1 + A_1^* \alpha^* S^{-1} A_2 + A_2^* \alpha^* S^{-1} A_2 \Omega_{22}) - (\Omega_{22}^2 + \Omega_{21} A_2^* \alpha^* S^{-1} A_2) - \Omega_{22}(A_2^* \alpha^* S^{-1} A_1 + A_1^* \alpha^* S^{-1} A_2 + A_2^* \alpha^* S^{-1} A_2 \Omega_{22}) - (\Omega_{22}^2 + \Omega_{21} A_2^* \alpha^* S^{-1} A_2) - \Omega_{21}(\Omega_{22}^2 + \Omega_{21})). \] (4.15)

Our next proposition follows from (4.12)-(4.15).
Proposition 4.3. Let
\[ \alpha = \alpha^*, \quad \vartheta_1^* \alpha \vartheta_1 = 0, \quad \vartheta_2 = 0. \] (4.16)
Then the triple \{\alpha, \vartheta_1, \vartheta_2\} is admissible and
\[ u(0) = u_{xx}(0) = u_{xxx}(0) = 0, \quad u_x(0) = -4 \vartheta_1^* \vartheta_1. \] (4.17)

Proof. As \( \alpha = \alpha^* \) and \( \vartheta_2 = 0 \) the identity (4.1) holds, that is, the triple \{\alpha, \vartheta_1, \vartheta_2\} is admissible. According to (4.4) and (4.16) we have \( \Lambda_2(0) = \vartheta_2 = 0 \). As \( \Lambda_2(0) = 0 \) we have also \( \Omega_{21}(0) = \Omega_{12}(0) = \Omega_{22}(0) = 0 \), and so formula (4.12) implies \( u(0) = 0 \). Taking into account that
\[ u(0) = 0, \quad \Lambda_2(0) = 0, \quad \Omega_{21}(0) = \Omega_{12}(0) = \Omega_{22}(0) = 0, \quad S(0) = I_u, \] (4.18)
we derive from formulas (4.4) and (4.13) the equality \( u_x(0) = -4 \vartheta_1^* \vartheta_1 \). Moreover, formulas (4.14) and (4.18) yield \( u_{xx}(0) = 0 \). By (4.15) and (4.18) we have
\[ u_{xxx}(0) = 8 \Lambda_1(0)^4 \left( \alpha^* S(0)^{-1} + S(0)^{-1} \alpha \right) \Lambda_1(0) = 8 \vartheta_1^* (\alpha + \alpha^*) \vartheta_1. \] (4.19)

Finally, in view of (4.16) and (4.19) we get \( u_{xxx}(0) = 0 \).

The first three equalities in (4.17) mean that the initial condition \( u(x, 0) = u(x) \) for KdV complies with the boundary conditions \( u(0, t) = u_{xx}(0, t) = 0 \).

Example 4.4. Consider the case
\[ \alpha = 0, \quad \vartheta_2 = 0. \] (4.20)
It is immediate that (4.16) holds, that is, the conditions of Proposition 4.3 are fulfilled. It easily follows from (4.4), (4.5), and (4.20) that
\[ e^{x^\beta} = I_{2n} + x^\beta, \quad A_1 \equiv \vartheta_1, \quad A_2(x) = -x \vartheta_1, \quad S(x) = I_n + \frac{1}{3} x^3 \vartheta_1 \vartheta_1^*. \] (4.21)

Taking into account (4.21), we derive from (4.2) that
\[ u(x) = 2 x^4 \vartheta_1^* \left( I_n + \frac{1}{3} x^3 c \right)^{-1} c \left( I_n + \frac{1}{3} x^3 c \right)^{-1} \vartheta_1 - 4 x \vartheta_1^* \left( I_n + \frac{1}{3} x^3 c \right)^{-1} \vartheta_1, \] (4.22)
where \( c := \vartheta_1 \vartheta_1^* \). The Weyl function of system (2.21), where \( u \) is given by (4.22), is constructed using (4.7)–(4.10) and (4.20). First note that
\[ (z I_{2n+m} - A)^{-1} = \begin{bmatrix} z^{-1} I_n & 0 & 0 \\ z^{-2} \vartheta_1^* & z^{-1} I_m & 0 \\ z^{-3} c & z^{-2} \vartheta_1 & z^{-1} I_n \end{bmatrix}. \] (4.23)

Hence, we obtain
\[ \varphi_1(z)^{-1} = I_m + z^{-1} I_m + 2 z^{-2} \tilde{c} + z^{-3} \tilde{c}^2, \quad \tilde{c} := \vartheta_1^* \vartheta_1, \] (4.24)
\[ \varphi_2(z) = -I_m + z^{-1} I_m - z^{-3} \tilde{c}^2. \] (4.25)

Substitute (4.24) and (4.25) into (4.7), and substitute the result into (4.10) to get
\[ M(z) = \sqrt{z} \left( z^3 I_m + (z I_m + \tilde{c}) \right) \left( \sqrt{z} (z^3 I_m - z^2 I_m + \tilde{c}^2) - 2 i z^3 I_m \right)^{-1}. \] (4.26)

We have \( \tilde{c} = \vartheta_1^* \vartheta_1 \geq 0 \). Assume for simplicity \( \tilde{c} > 0 \). Then, according to (4.26) the low energy asymptotics of \( M \) is given by the formula
\[ M(z) = I_m + 2 z \tilde{c}^{-1} + O(z^2) \quad (z \to 0). \] (4.27)
Though equalities (4.17) for $u(x, 0) = u(x)$ comply with the boundary conditions $u(0, t) = u_x(0, t) = 0$ the following non–existence proposition is true.

**Proposition 4.5.** There is no solution $u$ of the KdV equation with a negative dispersion term in the quarter–plane $x \geq 0, t \geq 0$, such that $u(x, t)$ satisfies conditions of Proposition 3.2, where the initial condition in (3.11) is determined by the admissible triple $\{0, \vartheta_1, 0\}$ ($\vartheta = \vartheta_1^* \vartheta_1 > 0$), namely, $u(x, 0)$ has the form:

$$u(x, 0) = 2x^4 \vartheta_1^* \{(I_n + \frac{1}{3} x^3 c)^{-1} c(I_n + \frac{1}{3} x^3 c)^{-1} \vartheta_1 - 4x \vartheta_1^* (I_n + \frac{1}{3} x^3 c)^{-1} \vartheta_1\}. \quad (4.28)$$

**Proof.** We prove this proposition by contradiction. Suppose that $u(x, t)$ described in the proposition exists. Then $M(0, z) = M(z)$, where $M$ is given by (4.26). Hence, by Proposition 3.2 the Weyl function of system (3.19) is given by the formula

$$M_D(-4z^2) = \frac{1}{\sqrt{z}} (I_n + M(z))(I_n - M(z))^{-1} \quad (4.29)$$

for sufficiently large values of $\Im \sqrt{z}$, where $z$ belongs to the sector $\frac{2}{3} \pi < \arg(z) < \pi$. Recall that as a Weyl function $M_D(z)$ is a Herglotz function ($\zeta \in \mathbb{C}_+$) and that $M(z)$ is meromorphic in $\mathbb{C}$. Note that

$$\frac{2}{3} \pi < \arg(z) < \frac{4}{3} \pi \quad (4.30)$$

implies $-4z^2 \in \mathbb{C}_+$. Therefore (4.29) holds in the sector (4.30). The asymptotics (4.27) holds in $\mathbb{C}$ and, in particular, in the sector (4.30) too. Moreover, according to (4.27) and (4.29) the low energy asymptotics of $M_D$ has the form

$$M_D(-4z^2) = -z^{-\frac{2}{3}} (I_n + O(z)) \vartheta, \quad z \to 0, \quad (4.31)$$

which contradicts the Herglotz property of $M_D$.

Put

$$A(x, t) = \begin{bmatrix} A_1(x, t) \\ A_2(x, t) \end{bmatrix} = e^{x^3 \beta + 4t^3 \beta^*} \begin{bmatrix} \vartheta_1 \\ \vartheta_2 \end{bmatrix}, \quad \beta = \begin{bmatrix} 0 & \alpha \\ -I_n & 0 \end{bmatrix}, \quad (4.32)$$

$$S(x, t) = I_n + P_1 \left[ e^{x^3 \beta + 4t^3 \beta^*} \left[ P_1^* \begin{bmatrix} 0 \\ \omega \end{bmatrix} \right] \begin{bmatrix} \vartheta_1 \\ \vartheta_2 \end{bmatrix} \right], \quad \omega = \begin{bmatrix} \beta^* \\ b \end{bmatrix}, \quad (4.33)$$

where $\{\alpha, \vartheta_1, \vartheta_2\}$ is an admissible triple, $P_1 = [0 \quad I_n]$, $b = \begin{bmatrix} \vartheta_1 \\ \vartheta_2 \end{bmatrix} \begin{bmatrix} \vartheta_1^* \\ \vartheta_2^* \end{bmatrix}$. Then, according to Theorem 0.5 in [14] the matrix function $u(x, t)$, given by (4.12) in the points of invertibility of $S$, satisfies KdV (1.1). Notice that $A(x, 0)$ and $S(x, 0)$ defined above coincide with $A(x)$ and $S(x)$ in (4.4) and (4.5), respectively. Moreover, according to Chapter 5 in [14] equalities (4.13)–(4.15) hold for each $t$. Finally, from (5.6) and (5.9) in [14] we have

$$S_x = A_2 A_2^*, \quad S_t = -4(\alpha A_2 A_2^* + A_2 A_2^* \alpha + A_1 A_1^*). \quad (4.34)$$

(We changed $A(x, t)$ into $A(-x, t)$, $S(x, t)$ into $S(-x, t)$, and $u(x, t)$ into $u(-x, t)$ in the expressions in [14] to obtain KdV solutions with a negative dispersion term.)

**Example 4.6.** Blow-up solutions.

Consider again the case (4.20) of the triple $\{0, \vartheta_1, 0\}$, where $\vartheta_1 \neq 0$. By (4.20) we see that $\beta^2 = \beta^3 = 0$. As $\beta^3 = 0$ formulas (4.20) and (4.32) imply

$$A_1(x, t) \equiv \vartheta_1, \quad A_2(x, t) = -x \vartheta_1 \quad (4.35)$$
By (4.7), (4.10), (4.43), and (4.44) the low energy asymptotics of
the blow-up should occur when det $S(x, t)$ to zero. In the simplest case $n = 1$ formula (4.38) takes the form
\[ u(x, t) = \frac{2}{3} c^2 x^4 + 16 c x t - 4x \vartheta_1^* \vartheta_1, \]
and for $t \geq \frac{1}{4c^2}$ we have singularity at $x = (3(4ct - 1)/c)^{\frac{1}{2}}$.

Our next proposition deals with the case, where det $\alpha \neq 0$ and low energy asymptotics of $M$ is different from the asymptotics in (4.27) but the global solutions $u$ again do not exist.

**Proposition 4.7.** There is no solution $u$ of the KdV equation with a negative dispersion term in the quarter–plane $x \geq 0, t \geq 0$, such that $u(x, t)$ satisfies conditions of Proposition 3.2, where $u(x, 0)$ is determined by the triple { $\alpha, \vartheta_1, 0$ }, which satisfies relations
\[ \alpha = \alpha^*, \quad \vartheta_1^* \vartheta_1 = 0, \quad \det \alpha \neq 0, \quad \det(I_m + \vartheta_1^* \vartheta_1) \neq 0, \quad \vartheta_1^* \vartheta_1 \neq 0. \]

**Proof.** As $\vartheta_2 = 0, \alpha = \alpha^*$, and $\vartheta_1^* \vartheta_1 = 0$ the triple is admissible and equalities (4.17) hold, that is, the initial condition complies with the boundary conditions $u(0, t) = u_{xx}(0, t) = 0$. By (4.9) we have
\[ (zI_{2n+m} - A)^{-1} = \begin{bmatrix} (zI_n - \alpha)^{-1} & 0 \\ -z^{-1} \vartheta_1^*(zI_n - \alpha)^{-1} & z^{-1}I_m \\ z^{-1}c_1(z)(zI_n - \alpha)^{-1} & z^{-1}c_1(z) \end{bmatrix}, \]
\[ B^* = \begin{bmatrix} \vartheta_1^* \vartheta_1 & \vartheta_1^* I_m \end{bmatrix}, \quad C = \begin{bmatrix} 0 \vartheta_1^* I_m \end{bmatrix},\]
where
\[ c_1(z) = (zI_n - \alpha)^{-1}, \quad c = \vartheta_1^* \vartheta_1. \]
According to (4.8), (4.41), and (4.42) we have
\[ \varphi_1(z) = I_m + z^{-1}(I_m + \vartheta_1^*(zI_n - \alpha)^{-1} \vartheta_1)^2, \]
\[ \varphi_2(z) = -I_m + z^{-1}(I_m - (\vartheta_1^*(zI_n - \alpha)^{-1} \vartheta_1)^2). \]
By (4.7), (4.10), (4.43), and (4.44) the low energy asymptotics of $M(0, z)$ has the form
\[ M(0, z) = -\left( I_m + \vartheta_1^* \vartheta_1 \right)^{-1} \left( I_m - \vartheta_1^* \vartheta_1 - 2z\sqrt{\varphi(z)} \right)^{-1} + O(z), \quad z \to 0. \]
Finally, in a way similar to the corresponding part of the proof of Proposition 4.5 we assume that \( u(x, t) \) satisfying conditions of Proposition 3.2 exists and get

\[
M_D(-4z^2) = \frac{1}{\sqrt{z}} \vartheta_1^{-1} \vartheta_1 + O(1), \quad z \to 0
\]

in the sector (4.30). In view of the last relation in (4.40) this means that \( M_D \) does not belong to Herglotz class and we come to a contradiction. \( \square \)
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