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\textbf{Abstract.} In this paper we analyze the stochastic version of a minimalistic multi-strain model, which captures essential differences between primary and secondary infections in dengue fever epidemiology, and investigate the interplay between stochasticity, seasonality and import. The introduction of stochasticity is needed to explain the fluctuations observed in some of the available data sets, revealing a scenario where noise and complex deterministic skeleton strongly interact. For large enough population size, the stochastic system can be well described by the deterministic skeleton gaining insight on the relevant parameter values purely on topological information of the dynamics, rather than classical parameter estimation of which application is in general restricted to fairly simple dynamical scenarios.
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1. Introduction

Recently, we have investigated an epidemic multi-strain model motivated by dengue fever epidemiology, which shows deterministic chaos in wide parameter regions \cite{9,10}. The addition of seasonal forcing, mimicking the vectorial dynamics, and a low import of infected individuals, which is realistic in the dynamics of infectious diseases epidemics showed complex dynamics and qualitatively a good agreement between empirical DHF monitoring data and the obtained model simulation \cite{11}.

Classical examples of chaos in epidemiological models are childhood diseases with extremely high infection rates so that a moderate seasonal forcing can generate Feigenbaum sequences of period doubling...
bifurcations into chaos. In other infectious diseases much lower forces of infection have to be considered leading to further conceptual problems with noise affecting the system more than the deterministic part, leading even to critical fluctuations with power law behavior, when considering evolutionary processes of harmless strains of pathogens versus occasional accidents of pathogenic mutants [16]. Only explicitly stochastic models, of which the classical ODE models are mean field approximation versions, can capture the fluctuations observed in time series data [17].

In this paper, we investigate the role of dynamic noise in understanding epidemiological systems, such as dengue fever, by deriving a stochastic version of ordinary differential equations from Markov processes for discrete populations. Our model has the minimal degree of complexity to generate both primary and secondary dengue infections. The introduction of stochasticity is needed to explain the fluctuations observed in some of the available data sets, revealing a scenario where noise and complex deterministic skeleton strongly interact. For large enough population size, the stochastic system gives rise to the observed time series incidences. The classical parameter estimation and its application are generally restricted to fairly simple dynamical scenarios (where the statistical inference of parameter values are done via simple models such as the SIR dynamical model) and therefore a qualitative analysis of epidemiological data would have good chances to give insights into the relevant parameter values purely on topological information describing the type of long-term dynamics such as equilibrium, periodic solution, chaos and their dependency on parameters of the dynamics. These relevant parameter values can then be used for further refinement in formal parameter estimation.

2. Modeling dengue fever epidemiology

According to the estimates giving by [1], dengue infection is a leading cause of illness and death in the tropics and subtropics. More than one-third of the world’s population are living in areas at risk of acquiring dengue infection and it is estimated that every year, there are 70 – 500 million dengue infections, generating 36 million cases of dengue fever (DF) and 2.1 million cases of dengue hemorrhagic fever (DHF), with which without proper medical care the fatality rates can exceed 20% [20, 30]. There are four antigenically distinct but closely related dengue viruses, belonging to the family Flaviviridae, designated by DV-1, DV-2, DV-3, and DV-4. Infection by one serotype confers life-long immunity to only that serotype and a short period of temporary cross-immunity to a subsequent infection with other serotypes [24,27,30]. Field researchers in dengue have found that severe disease is 15 – 80 times more likely in secondary then in primary infections and was positively associated with antibody dependent enhancement (ADE) of infection of mononuclear phagocytes. Infection by an antibody-virus complex suppresses innate immune responses, increasing intracellular infection and generating inflammatory cytokines and chemokines that, collectively, result in enhanced disease [8, 12, 24–26, 28, 30]. Treatment of uncomplicated dengue cases is only supportive, and severe dengue cases require careful attention to fluid management and proactive treatment of hemorrhagic symptoms [1, 30]. At present, there is no vaccine for dengue viruses, although several candidates are at various stages of development.

Dengue epidemiology dynamics is well known to be particularly complex with large fluctuations of disease incidences. Mathematical models describing the transmission of dengue viruses have focused on the ADE effect and temporary cross immunity trying to explain the irregular behavior of dengue epidemics. Besides the fact that disease propagation is an inherently stochastic phenomenon, dengue models are mainly expressed mathematically as a set of deterministic differential equations which are easier to analyze. The mean field approximation is a good approximation to be used in order to understand better the behavior of the stochastic systems in certain parameter regions, where the dynamics of the mean quantities are approximated by neglecting correlations. However, it is only stochastic, as opposed to deterministic, models that can capture the fluctuations observed in some of the available time series data.
3. The stochastic model

The various multi-strain models currently investigated are essentially of SIR type. In the simple SIR epidemics without strain structure of the pathogens we have the following reaction scheme for the possible transitions from one to another disease related state, susceptibles $S$, infected $I$ and recovered $R$,

$$
\begin{align*}
S + I & \xrightarrow{\beta} I + I \\
I & \xrightarrow{\gamma} R \\
R & \xrightarrow{\alpha} S
\end{align*}
$$

(3.1)

for a host population of $N$ individuals, with contact and infection rate $\beta$, recovery rate $\gamma$ and temporary immunity rate $\alpha$. The deterministic ODE model

$$
\begin{align*}
\dot{S} &= \alpha R - \frac{\beta}{N} \cdot I \cdot S \\
\dot{I} &= \frac{\beta}{N} \cdot I \cdot S - \gamma I \\
\dot{R} &= \gamma I - \alpha R
\end{align*}
$$

(3.2)

describes in mean field approximation $\langle S \cdot I \rangle \approx \langle S \rangle \cdot \langle I \rangle$ the dynamics of the mean values, e.g. $\langle I \rangle := \sum_{S=0}^{N} \sum_{I=0}^{N} I p(S, I, t)$, where the initial values determine the time course of the system for all times. For more details on the calculations see e.g. [18].

For the SIR-model, the dynamics of probabilities in the form of a master equation [15] reads

$$
\frac{dp(S, I, t)}{dt} = \frac{\beta}{N} (S + 1)(I - 1) \cdot p(S + 1, I - 1, t) \\
+ \gamma (I + 1) \cdot p(S, I + 1, t) \\
+ \alpha (N - (S - 1) - I) \cdot p(S - 1, I, t) \\
- \left( \frac{\beta}{N} SI + \gamma I + \alpha (N - S - I) \right) \cdot p(S, I, t)
$$

(3.3)

This process can be simulated by the Gillespie algorithm giving stochastic realizations. Only few stochastic processes can be solved explicitly, however, the mean field approximation is a good approximation to be used in order to understand the behavior of the stochastic systems in certain parameter regions.

Multi-strain dynamics are generally modeled more extended with SIR-type models, dividing the host population into susceptible, infected and recovered individuals with subscripts for the respective strains. The stochastic version of the multi-strain dengue model is now in complete analogy to the previously described SIR model, and the mean field ODE system for the multi-strain dengue model can be read from the following reaction scheme

$$
\begin{align*}
S + I_1 & \xrightarrow{\beta(t)} I_1 + I_1 \\
S + I_{21} & \xrightarrow{\phi \beta(t)} I_1 + I_{21} \\
I_1 & \xrightarrow{\gamma} R_1 \\
R_1 & \xrightarrow{\alpha} S_1 \\
S_1 + I_2 & \xrightarrow{\beta(t)} I_{12} + I_2 \\
S_1 + I_{12} & \xrightarrow{\phi \beta(t)} I_{12} + I_{12} \\
I_{12} & \xrightarrow{\gamma} R
\end{align*}
$$

(3.4)
describing the transitions for first infection with strain 1 and secondary infection with strain 2, and for the reverse process, where the first infection is caused by strain 2 and the secondary infection is caused by strain 1, the same reaction scheme can be used to describe the transitions by just changing labels. The demographic transitions are $S, I_1, I_2, R_1, R_2, S_1, S_2, I_{12}, I_{21}, R \xrightarrow{\mu} S$ defining the system of two strains completely (for more information on the deterministic ODE system and its parametrization, see [9, 11]). The parameter $\beta$ takes the seasonal forcing into account as a cosine function, $\beta(t) = \beta_0(1 + \eta \cos(\omega t))$, where $\beta_0$ is the basic infection rate and $\eta$ is the degree of seasonality. The parameter $\gamma$ is the recovery rate, $\alpha$ is the temporary cross-immunity rate and $\phi$ is the ratio of secondary infection contribution to the force of infection. A low import factor is also included ($S \rho \rightarrow I$) where $S$ can be any susceptible like $S, S_1$ or $S_2$ and $I$ respectively $I_1, I_2, I_{12}$ or $I_{21}$. In the simple SIR system, Eq. System (3.2), this gives $\dot{S} = \alpha R - \beta \frac{S}{N} (I + \rho N)$ etc.

We assume no epidemiological asymmetry between strains, i.e. infections with strain one followed by strain two or vice versa contribute in the same way to the force of infection. Here, the only relevant difference concerning disease transmissibility is that the force of infection varies accordingly to the number of previous infections the hosts have experienced. In a primary infection the individuals transmit the disease with a force of infection $\beta I N$ whereas in a secondary infection the transmission is given with a force of infection $\phi \beta I N$ where $\phi$ can be larger or smaller than unit, i.e. increasing or decreasing the transmission rate. For the stochastic simulations the parameter values are given in Table 1, if not otherwise explicitly stated.

**Table 1. Parameter set, rates given in units per year, ratio without unit**

<table>
<thead>
<tr>
<th>Par.</th>
<th>Description</th>
<th>Values</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>new born susceptible rate</td>
<td>$\frac{1}{65} y$</td>
<td>[22]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>recovery rate</td>
<td>$52y^{-1}$</td>
<td>[6, 30]</td>
</tr>
<tr>
<td>$\beta_0$</td>
<td>infection rate</td>
<td>$\in [\gamma, 2\gamma]$</td>
<td>[14]</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>temporary cross-immunity rate</td>
<td>$2y^{-1}$</td>
<td>[21, 27]</td>
</tr>
<tr>
<td>$\phi$</td>
<td>ratio of contrib. to force of inf.</td>
<td>0.9</td>
<td>[11]</td>
</tr>
<tr>
<td>$\eta$</td>
<td>degree of seasonality</td>
<td>$\in [0, 0.2]$</td>
<td>[11]</td>
</tr>
<tr>
<td>$\ln(\rho)$</td>
<td>import factor</td>
<td>$\in [-17, -15.5]$</td>
<td>[11]</td>
</tr>
</tbody>
</table>

The first recorded epidemic of DHF in Thailand (population of approximately 66 million people [29]) was in 1958 [30]. The co-circulation of all four dengue serotypes and their capacity to produce severe dengue disease was demonstrated as early as 1960 in Bangkok, Thailand [23]. DHF occurred first only in Bangkok, but was disseminated to the whole region during the 1970s [3, 19, 23]. Physicians in Thailand are trained to recognize and treat dengue fever and practically all cases of DHF and DSS are hospitalized. A system for reporting communicable diseases including DHF/DSS was considered fully installed in 1974 and the data bank of DHF and DSS is available at the Ministry of Public Health, Bangkok [19]. For such a data scenario, models that are able to generate both primary and secondary infection cases (with a different strain), without the need of considering sensitivity of the dynamics of different co-circulating dengue serotypes, have shown a good qualitative agreement between empirical data and model output [11] just by combining ADE and temporary cross-immunity.

The inspection of the available DHF incidence data in Thailand shows a smooth behavior with a well defined maximum each year of irregular height for the Northern Provinces as opposed to the Central and Southern Provinces where the data is very noisy linked with a low endemicity of DHF cases. In [11] the Province of Chiang Mai was taken as a case study and the empirical DHF incidence data was compared with the time series simulation obtained from the seasonal multi-strain model with import giving qualitatively a very good result, suggesting that the used parameter set could be the starting set.
for a more detailed parameter estimation procedure. However, in order to describe the noisy dynamics in Bangkok for example the introduction of stochasticity is even more important.
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**Figure 1.** Empirical DHF incidence data (in red) matched with one stochastic realization (in black) for the seasonal multi-strain dengue model with import. In a) we show the incidences for Chaing Mai. For the stochastic simulation the infection rate is $\beta_0 = 2\gamma$, the degree of seasonality $\eta = 0.2$ and the import $\ln(\rho) = -15.7$. In b) we show the incidences for Bangkok. For the stochastic simulation the infection rate is $\beta_0 = 1.1 \cdot \gamma$, the degree of seasonality $\eta = 0.06$ and the import $\ln(\rho) = -16.9$. The other parameter values are listed in Table 1.

In Fig. 1a) we show the DHF incidences for Chaing Mai (in red), one of the Northern Provinces of Thailand, with population size $N = 1650000$ [22] compared with one stochastic realization for the multi-strain dengue model (in black) where the infection rate $\beta_0 = 2\gamma$, the degree of seasonality $\eta = 0.2$ and the import $\ln(\rho) = -15.7$. In Fig. 1b) the DHF incidences for Bangkok (in red), the capital of Thailand, with population size $N = 6600000$ [22] is compared with one stochastic realization for the multi-strain dengue model (in black) where the infection rate $\beta_0 = 1.1$, the degree of seasonality $\eta = 0.06$ and the import...
\[ \ln(\rho) = -16.9. \] The stochastic approach is able to describe both types of the dynamics, the smooth data with a well defined maximum each year of irregular height, found in the high endemic regions of Thailand, e.g. in the Chiang Mai Province (see Fig. 1a)) and also the noisy data found mainly in low endemic regions of Thailand, e.g. in Bangkok (see Fig. 1b)).

Using the same values for the biological parameters given in [11], the fluctuations observed in the empirical data were qualitatively well described in the stochastic model. Under population noise low seasonal forcing was needed to represent the DHF incidences in the Province of Chiang Mai as opposed to the deterministic approach where the combination seasonality and import showed complex dynamics. For the representation of the DHF incidences in Bangkok, only the stochastic model could capture the noisy behavior where even lower seasonal forcing was needed as well a low infection rate. A value of \( \beta_0 = 1.1 \cdot \gamma \) is qualitatively in good agreement with the data (see Fig. 1b)) and hence the import factor \( \rho \) is here, more than the direct infectivity \( \beta \), the driving force of the epidemic pattern in such a low endemic region.

4. The role of import

In our model, the parameter \( \rho \) is the import factor, related with the possibility of an individual to get infected outside the studied population and then bring the infection into the population that this individual belongs to, mimicking the imported cases of the disease in a defined population. Equivalently an infected visitor to the region under consideration who passes the infection to a susceptible in the population of size \( N \) has the same effect on the studied population. Hence, we do not need to distinguish this two scenarios of susceptibles traveling outside or infected traveling inside the region under consideration. In total, this captures the imported infection that comes from an external source.

In Figure 2 we present the bifurcation diagram comparison between the non-seasonal model, the non-seasonal model with import and the seasonal model with import. The bifurcation diagram for the original non-seasonal model previously studied in [9, 10], shows two chaotic windows, a new chaotic window in a \( \phi \) region where the ratio of secondary infection contribution to the force of infection is smaller than 1 and also the classical chaotic window found previously in [9, 14], where the ratio of secondary infection contribution to the force of infection is much larger than 1, actually around \( \phi = 3 \) (see Fig. 2a)). The bifurcation diagram for the non-seasonal model described in [9] with addition of a low import of infected shows that the addition of import in such a system removes the complex dynamics in the region of \( \phi \) larger 1 where the stable limit cycle is the unique attractor (see Fig. 2b)). The bifurcation diagram for the seasonal model with import described in [11], shows that the combination of seasonality and import brings back the chaotic attractors for even larger parameter regions (see Fig. 2b)).

These results are important since we expect complex dynamics to explain the fluctuations observed in empirical data, when the ratio of secondary infection contribution to the force of infection could be slightly smaller or larger 1, not needing to restrict the ADE effect to one or another region in parameter space.

In the multi-strain dengue model the susceptible individuals without a previous dengue infection can get infected with two different infection rates, due to the ADE effect leading to severe disease requiring hospitalization. Individuals in the first infection would then transmit more than individuals in the secondary infection. For more information on the parametrization of the two-strain dengue model, see [9, 11]. Individuals infected for the first time become recovered and life long immune to that strain and, after a period of temporary cross immunity, are again susceptible, however with an experienced previous infection. The second infection can only happen with a different strain. Individuals infected for the second time would more likely need to be hospitalized due to the severity of the disease. They recover and then become life long immune to the other strain. There is no epidemiological asymmetry between strains, i.e. infections with strain one followed by strain two or vice versa contribute in the same way to the force of infection, so the notion of two different strains is enough to describe differences between primary infections, often asymptomatic, and secondary infection, associated with the severe form of the disease. The death rates coming out of all classes go into the class of susceptible without experiencing
Figure 2. Bifurcation diagram comparison between the non-seasonal model, the non-seasonal model with import and the seasonal model with import. Here, the local maxima of the logarithm of the total number of infected \( \ln(I) = \ln(I_1 + I_2 + I_{12} + I_{21}) \) are plotted against the ratio of the contribution of the secondary infections \( \phi \) to the force of infection. In a) we show the bifurcation diagram for the original non-seasonal model previously studied in [9, 10], in b) we show the bifurcation diagram for the non-seasonal model described in [9] with addition of a low import of infected and in c) we show the bifurcation diagram for the seasonal model with import described in [11].

previous dengue infection as a birth rate. Since the demographic events often occur at a much slower rate than the infection, the disease has to be necessarily maintained by constant external infections to avoid the repeated stochastic disease extinction and re-introduction [2, 13].

For the deterministic system a torus bifurcation \( TR \) was the first bifurcation happening for a region of import factor \( \ln(\rho) = -15.85 \) (see Fig. 3a)). Lyapunov exponents were calculated along the trajectory and the Lyapunov spectrum is shown in Fig. 3b), where two dominant zero Lyapunov exponents at \( \ln(\rho) = -15.85 \) shows a quasi-periodicity (for instance on a torus). The appearance of this bifurcation for \( \ln(\rho) = -15.84 \) is also predicted by AUTO [7]. In order to illustrate the infected dynamics on the deterministic approach we show the time series and its state space plot in Fig. 3c) and Fig. 3d).

Using the same parameter values as used for the deterministic simulations, the quasi-periodicity becomes more irregular resembling a chaotic behavior in the stochastic modeling approach. Figure 4a) shows one stochastic realization for the multi-strain dengue model which could describe very well the dynamics of the DHF incidences in Chiang Mai Province, North of Thailand (see Fig.?a)). Such pattern would be most likely be described as being the chaotic transients towards the quasi-periodic torus of the deterministic skeleton (see 4b)) that got stabilized due to the noise.

5. Scaling of stochasticity

It is known that stochastic simulations, using a finite size population, involve extinction phenomena operating through demographic stochasticity which acts drastically on small populations, as opposed for the deterministic models that do not handle extinction through population noise, leading to populations with very few individuals or even fractions of individuals. In Fig. 5 we compare the deterministic and stochastic dynamics and we see that the magnitude of stochastic fluctuations decreases when the population size increases. We compare the interplay between stochastic model and deterministic skeleton in 4 different systems sizes. In Fig. 5a) we show the stochastic and deterministic system’s interaction for a system where the population size \( N = 1.65 \cdot 10^6 \), mimicking the Province of Chiang Mai. The system with small population size shows very large fluctuations around the deterministic skeleton, hence an extreme noise amplification. In Fig. 5b) we show the stochastic and deterministic system’s interaction for a system where the population size \( N = 6 \cdot 10^6 \), as it would be for the North of Thailand. In Fig. 5c) the system has the population size of Thailand, \( N = 66 \cdot 10^6 \) and in Fig. 5d) a larger system size, where the population of some countries surrounding Thailand, for instance Burma, Laos, Vietnam and
Figure 3. Numerical simulations for the province of Chiang Mai with population size $N = 1650000$. The parameter values are fixed as follows: Temporary cross immunity $\alpha = 2y^{-1}$, infection rate $\beta_0 = 2\gamma$, recovery rate $\gamma = 52y^{-1}$, ratio of the contribution of the secondary infections to the force of infection $\phi = 0.9$, seasonal forcing $\eta = 0.2$ and import $\ln(\rho) = -15.85$. In a) the bifurcation diagram varying the import parameter is shown. In b) the Lyapunov spectrum varying the import parameter, in c) the time series simulation and in d) the state space plot are shown. The torus attractor is visible here.

Cambodia, were counted together giving a system where the population size is $N = 230 \cdot 10^6$. For such large system, the stochastic fluctuations follow quite well the deterministic approach, where the noise is not much amplified anymore.

We see that the magnitude of the stochastic fluctuations decreases when the population size increases and more importantly, that for large enough population size, the stochastic system can be well described by the deterministic skeleton, where the essential dynamics are captured.

6. Conclusions

Multi-strain dynamics are generally modeled with SIR-type models, dividing the host population into susceptible, infected and recovered individuals with subscripts for the respective strains. We have considered the stochastic version of a multi-strain model with a minimal degree of complexity to generate both primary and secondary infections, motivated by dengue fever epidemiology. Besides the fact that disease propagation is an inherently stochastic phenomenon, dengue models are mainly expressed mathematically as a set of deterministic differential equations which are easier to analyze, however, it is only stochastic,
Figure 4. Stochastic and deterministic system’s comparison. In a) One stochastic realization for a population size $N = 1650000$, temporary cross immunity $\alpha = 2y^{-1}$, infection rate $\beta_0 = 2\gamma$, recovery rate $\gamma = 52y^{-1}$, ratio of the contribution of the secondary infections to the force of infection $\phi = 0.9$, seasonal forcing $\eta = 0.2$ and import $\ln(\rho) = -15.85$. In b) the deterministic time series simulation as shown in Fig. 3 c), scaled up to be properly compared with the stochastic time series simulation in Fig. 4a).

as opposed to deterministic, models that can capture the fluctuations observed in some of the available time series data.

For the minimalistic multi-strain dengue model, the individuals can be susceptibles without a previous dengue infection, infected and recovered for the first time, susceptible with an experienced previous infection and infected for the second time, now with a different strain, and more likely been hospitalized due to the ADE effect leading to severe disease. Since the demographic events often occur at a much slower rate than the infection, the disease has to be necessarily maintained by the import of external infections to avoid the repeated stochastic disease extinction and re-introduction.

The stochastic realizations of infected in time were obtained by the Gillespie algorithm [4, 5]. By considering stochasticity and external infections, we have shown that the introduction of stochasticity was needed to explain the fluctuations observed in some of the available data sets, revealing a scenario where noise and complex deterministic skeleton strongly interact. For large enough population size, the stochastic system could be well described by the deterministic skeleton, where the essential dynamics are captured, gaining insight into the relevant parameter values purely on topological information of the dynamics.

Understanding the dynamics of stochastic populations, and how they interact with the deterministic components of epidemiological models have maximum benefit on the practical predictability of the dynamical system by analyzing the available epidemiological data via mathematical models, since the classical parameter estimation and its application are generally restricted to fairly simple dynamical scenarios. The ability to predict the future dengue outbreaks via mathematical models would provide a tool to guide policies of prevention and control of the dengue virus transmission, including the implementation of vaccination programs when the dengue fever vaccine will be accessible.
Figure 5. Stochastic and deterministic system’s interaction. For the same parameter values used in Fig. 4, we show the bifurcation diagram for the import parameter for different population sizes $N$. In red the deterministic model and in black the stochastic model. In a) the Chiang Mai population size $N = 1.65 \cdot 10^6$, in b) North of Thailand population size $N = 6 \cdot 10^6$, in c) Thailand population size $N = 66 \cdot 10^6$ and in d) a larger system size, where the population of some countries surrounding Thailand, for instance Burma, Laos, Vietnam and Cambodia, were counted together giving a system where the population size is $N = 230 \cdot 10^6$.
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