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Abstract. In this review paper we consider physiologically structured population models that have been widely studied and employed in the literature to model the dynamics of a wide variety of populations. However in a number of cases these have been found inadequate to describe some phenomena arising in certain real-world applications such as dispersion in the structure variables due to growth uncertainty/variability. Prompted by this, we described two recent approaches that have been investigated in the literature to describe this growth uncertainty/variability in a physiologically structured population. One involves formulating growth as a Markov diffusion process while the other entails imposing a probabilistic structure on the set of possible growth rates across the entire population. Both approaches lead to physiologically structured population models with nontrivial dispersion. Even though these two approaches are conceptually quite different, they were found in [17] to have a close relationship: in some cases with properly chosen parameters and coefficient functions, the resulting stochastic processes have the same probability density function at each time.
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1. Introduction

In this paper, we give a review of two approaches that have been investigated in the literature (e.g., see [12,14,17]) to model growth uncertainty in a physiologically structured population. One approach involves formulating growth as a Markov diffusion process described by Itô stochastic differential equations (described below). This approach is referred to as the stochastic formulation, and it leads to Fokker-Planck physiologically structured population dynamics (defined below). The other approach entails imposing a probabilistic structure on the set of possible growth rates across the entire population. This approach is called the probabilistic formulation, and it leads to growth rate distributed physiologically structured population dynamics (also defined below). While of direct interest to the population modeling investigations, our recent efforts [17] have led in addition to new mathematical understanding of the relationship between the two seemingly disparate modeling approaches. The relationship between these two approaches
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is also reviewed in this paper, as is the relationship between the two resulting physiologically structured population models exhibiting dispersion. Before addressing our main task, we shall use this introduction to briefly review some background material. We shall consider canonical types of equations and specific examples of their use in modelling.

During the past half century, physiologically structured population models have played roles of increasing importance, especially in modeling in the biological and life sciences. Indeed there now exist numerous books [32, 40, 48, 54, 64] on the subject, most focusing on particular biological applications ranging from age and size structure in populations to tumor models to cell level immunology (where the structure variable is activation level) to viral spread in populations (where the structure variable is immunity level) to recent applications in cell proliferation (where the structure variable is label content). The literature is so extensive as to preclude an exhaustive survey but the recent summaries in [23, 37, 62] give, for example, a reasonable summary of recent efforts in cell division models. Among other notable recent efforts of interest we mention [3, 4, 7–9, 13, 15, 16, 18, 19, 21, 22, 25, 27, 28, 30, 35, 37, 44–46, 57]. Many of these efforts involve deterministic modeling efforts whereas here we focus on a class of structure population models involving growth uncertainty.

Modeling in the presence of uncertainty has been a great interest to researchers for some decades. Especially in recent years, due to the vast applications of mathematical modeling in biology and clinical research studies, it has become increasingly evident that properly incorporating randomness into a mathematical model can answer many questions that deterministic models can not. In this paper, we consider incorporating randomness into the following system of ordinary differential equations

$$\dot{x}(t) = g(t, x(t)), \quad x(0) = x_0,$$

where $x = (x_1, x_2, \ldots, x_n)^T$, $g = (g_1, g_2, \ldots, g_n)^T$ is $n$-dimensional nonrandom functions of $t$ and $x$, and $x_0$ is a $n$-dimensional column vector. For our application here (1.1) is used to describe the growth process of an individual, where $x$ is interpreted as structure variables, $g$ is the vector of growth rate functions, and $x_0$ is the initial structure level of this individual.

The simplest way to incorporate randomness into (1.1) is through the initial condition (that is, only the initial condition is random), and the resulting equation is given by

$$\dot{x}(t; X_0) = g(t, x(t; X_0)), \quad x(0; X_0) = X_0,$$

where $X_0$ is a $n$-dimensional random vector. Note that for each $t$, $x(t; X_0)$ is a function of the random variables $X_0$ and thus is also an $n$-dimensional random variable. Hence \{$x(t; X_0)\}$ is a stochastic process.

Equation (1.2) is often referred to as a cryptodeterministic equation (e.g., see [33, 49, 60]) since the random initial vector $X_0$ is propagated deterministically. Cryptodeterministic equations have proven useful in a wide range of applications such as classical statistical mechanics, statistical thermodynamics, kinetic theory and biosciences (e.g., see [60, Chapter 6] for more information). For our application here the cryptodeterministic equation (1.2) is used to describe the growth processes of individuals in a population in which all the individuals follow the same growth rate functions $g$, even though they may start with different initial structure levels.

The probability density function One method of treating some suitable types of stochastic process $X(t)$ (such as the one obtained with the cryptodeterministic equation (1.2)) is to obtain equations describing the time evolution of probability density function $p(t, x)$ of $X(t)$ (interested readers may refer to [67] for a general introduction on probability density functions). In such cases, $p(t, x)$ generally satisfies a partial differential equation. The resulting partial differential equations are often found to have their own wide applications. For example, as we shall see below, the resulting time-evolution equation for $p(t, x)$ of the solution $X(t) = x(t; X_0)$ to the cryptodeterministic equation (1.2) is a special case of some classical physiological structured population models. Hence, this conceptual approach is the manner in which we view the stochastic process obtained by the cryptodeterministic equation, and it is also the one that we use to treat the stochastic processes obtained by both our stochastic and our probabilistic formulations.
1.1. The Liouville Equation

The time-evolution equation for the probability density function of stochastic process resulting from a cryptodeterministic equation (1.2) is stated in the following so-called Liouville’s “theorem” (e.g., see [60, Theorem 6.2.2]).

**Theorem 1.1.** Assume that $X_0$ has probability density function $p_0$, and (1.2) has a mean square solution $x(t; X_0)$. Then the probability density function $p(t, x)$ of the solution $X(t) = x(t; X_0)$ satisfies

$$\frac{\partial}{\partial t} p(t, x) + \sum_{k=1}^{n} \frac{\partial}{\partial x_k} (g_k(t, x)p(t, x)) = 0. \tag{1.3}$$

with initial condition $p(0, x) = p_0(x)$.

The resulting equation (1.3) is often called Liouville’s equation (this is a key equation-actually a conservation principle—in statistical mechanics and statistical thermodynamics [39]), and it includes the conservation principle for describing the evolution of the probability density function for a conservative Hamiltonian system (e.g., see [39, Section 4.2], [49, Section 1.3]) as special case.

1.2. Classical Physiologically Structured Population Models

We observe that the Liouville equation (1.3) with $g_1 \equiv 1$ is a special case of a physiologically structured population model given by Oster and Takahashi in 1974 [53]

$$\frac{\partial}{\partial t} u(t, x) + \frac{\partial}{\partial x_1} u(t, x) + \sum_{j=2}^{n} \frac{\partial}{\partial x_j} (g_j(t, x)u(t, x)) + d(t, x)u(t, x) = 0 \tag{1.4}$$

without mortality (i.e., $d \equiv 0$). This model is used to describe the population density $u(t, x)$ (number of individuals per unit structure level) in a spatially homogeneous population where individuals are characterized by structure variables $x = (x_1, x_2, \cdots, x_n)^T$ with $x_1$ denoting the chronological age and $x_2, \cdots, x_n$ representing some physiological variables such as mass, volume, chemical composition, and other quantities having an influence on an individual’s growth and mortality rates, $(g_2(t, x), g_3(t, x), \ldots, g_n(t, x))^T$ is the vector for the growth rates of individuals with structure variable $x$ at time $t$, and $d(t, x)$ is the mortality rate of individuals with structure variable $x$ at time $t$.

Equation (1.4) includes a number of well-known structured population models as special cases. Specifically, the model with only chronological age and death involved, that is,

$$\frac{\partial}{\partial t} u(t, x) + \frac{\partial}{\partial x_1} u(t, x) + d(t, x)u(t, x) = 0, \tag{1.5}$$

is the age-structured population model given by Mckendrick [47] in 1926 and Von Foerster [63] in 1959. Equation (1.4) with $n = 2$, i.e.,

$$\frac{\partial}{\partial t} u(t, x) + \frac{\partial}{\partial x_2} u(t, x) + \frac{\partial}{\partial x_1} (g_2(t, x)u(t, x)) + d(t, x)u(t, x) = 0, \tag{1.6}$$

is the age-size structured population model developed by Sinko and Streifer [59] in 1967 (with $x_2$ being some physiological variable), and it is also the model given by Bell and Anderson [27] in 1967 for the cell population (with $x_2$ denoting the volume of the cell). Equation (1.6) without the second term, that is,

$$\frac{\partial}{\partial t} u(t, x) + \frac{\partial}{\partial x_2} (g(t, x)u(t, x)) + d(t, x)u(t, x) = 0, \tag{1.7}$$

is often referred to as Sinko-Streifer model or size-structured population model. Here $x$ is the structure variable, which may represent weight, length, volume, chronological age (in this latter case, equation
(1.7) becomes the age-structured population model (1.5)), caloric content, label intensity, etc, depending on the applications.

**General features** Based on above discussions, we see that all these physiologically structured population models are built on the assumption that individuals with the same structure level at same time have the same growth rates, and the only uncertainty enters the population is through the initial data (i.e., uncertainty is due to the variability in the initial structure level of individuals across the population). These structured population models with proper boundary and initial conditions along with their corresponding nonlinear versions have been widely studied in the literature for both computational and theoretical analysis including well-posedness studies, asymptotic analysis, sensitivity analysis, parameter estimation techniques and control studies. In addition, they have been used to model the dynamics of a wide variety of populations such as cells, plants and marine species (e.g., [7,21,48,55] and the references therein). However, they are not adequate to describe phenomena such as dispersion presented in some real-world application problems. For example, the experimental data in [12, 13] for the early growth of shrimp reveals that juvenile shrimp populations exhibit a great deal of variability in size as time evolves even though the shrimp begin with approximately similar sizes. This phenomenon was also observed in studies [8,16] of mosquitofish growth in rice fields, where the data exhibit both dispersion and bimodality in size as time increases (without reproduction involved). Thus for these applications a cryptodeterministic formulation (1.3) is not adequate to describe the growth of individuals across the population, and one needs to incorporate some type of uncertainty/variability into the growth process of individuals in addition to any variability in the initial structure level of individuals across the population.

2. Stochastic and Probabilistic Formulations and Their Resulting Physiologically Structured Models

In this section, we consider another two ways (one stochastic and one probabilistic in nature) to incorporate randomness into system of ordinary differential equations (1.1) to model growth uncertainty in a physiologically structured population. As we shall see below, both approaches result in physiologically structured population models with dispersion.

2.1. Stochastic Formulation and Its Associated Fokker-Planck Physiologically Structured Population Models

The stochastic formulation is motivated by recognizing that some local factors such as environmental or emotional fluctuations can have a significant influence on the individual growth. For example, the growth rates of shrimp are affected by several environmental factors such as temperature, dissolved oxygen level and salinity. Our stochastic formulation is constructed based on the assumption that growth process of each individual can be described by a Markov diffusion process. Thus, for this formulation the uncertainty is introduced into the entire population by the growth uncertainty of each individual as well as the variability in the initial structure level of individuals across the population.

We begin with a Markov diffusion process $X(t)$ described by the system of stochastic differential equations

\[ dX(t) = g(t, X(t))dt + \sigma(t, X(t))dW(t), \quad X(0) = X_0, \]  

(2.1)

where $X = (X_1, X_2, \ldots, X_n)^T$, $g = (g_1, g_2, \ldots, g_n)^T$ is a nonrandom $n$-dimensional function of $t$ and $x$, $\sigma$ is a nonrandom $n \times l$ matrix function of $t$ and $x$, and $W(t)$ is an $l$-dimensional standard Wiener process independent of the random initial vector $X_0$. We recall that stochastic differential equations can be interpreted in either an Itô or Stratonovich sense (e.g., see [33, Chapter 3] for details). In this paper, we assume that the stochastic differential equations are interpreted in the Itô sense.

**Definition 2.1.** The stochastic differential equation interpreted in an Itô sense is referred to as an Itô stochastic differential equation. For the system of Itô stochastic differential equations (2.1), $g$ is called the *drift coefficient*, and $\Sigma = \sigma\sigma^T$ is known as the *diffusion coefficient*.
For our application here the realization \( x \) of \( X(t) \) at time \( t \) represents structure level, and \( g(t, x) \) and \( \Sigma(t, x) \) denote the mean growth rates and the variance in the growth rates, respectively, of individuals with structure variables \( x \) at time \( t \). We note that when \( \sigma \) vanishes, (2.1) reduces to the cryptodeterministic equation (1.3).

### 2.1.1. Probability Density Function of \( X(t) \)

We assume that \( g \) and \( \sigma \) satisfy conditions that guarantee the existence and uniqueness of solutions (e.g., see [42, Theorem 6.22] or [51, Theorem 5.2.1] for details) to the initial value problem (2.1). We further assume that the functions involved in this section are sufficiently smooth so that all the differentiations carried out make sense. With these assumptions the time-evolution equation for the probability density function of stochastic process resulting from the system of Itô stochastic differential equations (2.1) is stated in the following theorem (e.g., see [34, Section 5.2], [49, Section 8.1] or [52, Section 5.3.2]).

**Theorem 2.2.** Assume that \( X_0 \) has probability density function \( p_0 \), and \( X(t) \) satisfies (2.1). Then the probability density function \( p(t, x) \) of \( X(t) \) satisfies

\[
\frac{\partial}{\partial t} p(t, x) + \sum_{k=1}^{n} \frac{\partial}{\partial x_k} (g_k(t, x)p(t, x)) = \frac{1}{2} \sum_{k,j=1}^{n} \frac{\partial^2}{\partial x_k \partial x_j} [\Sigma_{kj}(t, x)p(t, x)]
\]  

(2.2)

with initial condition \( p(0, x) = p_0(x) \). Here \( \Sigma_{kj}(t, x) \) is the \((k, j)\)th element of the matrix \( \Sigma(t, x) \).

The resulting equation (2.2) is called the **Fokker-Planck equation** or **Kolmogorov’s forward equation**. The Fokker-Planck equation arises often in and is important to the fields of chemistry and physics (e.g., see [56]). In an early biological application [41], a scalar Fokker-Planck equation was employed to study the random fluctuation of gene frequencies in natural population (where \( x \) denotes gene frequency). The Fokker-Planck equation has also been effectively used in the literature (e.g., see [26] and the reference therein) to model the dispersal behavior of a population such as studies of female cabbage root fly movement in the presence of Brassica odors, and movement of flea beetles in cultivated collard patches (in these cases \( x \) denotes the space position and \( g(t, x) \) is the mean velocity of individuals at position \( x \) at time \( t \)).

### 2.1.2. Fokker-Planck Physiologically Structured Population Models

A more general case of the Fokker-Planck equation (2.2) with mortality is given by

\[
\frac{\partial}{\partial t} u(t, x) + \sum_{k=1}^{n} \frac{\partial}{\partial x_k} (g_k(t, x)u(t, x)) + d(t, x)u(t, x) = \frac{1}{2} \sum_{k,j=1}^{n} \frac{\partial^2}{\partial x_k \partial x_j} [\Sigma_{kj}(t, x)u(t, x)],
\]  

(2.3)

where \( u(t, x) \) represents population density of individuals with structure levels \( x \) at time \( t \), and \( d(t, x) \) denotes the mortality rate of individuals with structure levels \( x \) at time \( t \). Actually (2.3) is associated with a so-called “killed diffusion” process \( \tilde{X}(t) \) defined by

\[
\tilde{X}(t) = \begin{cases} X(t), & \text{if } t < K_T \\ \Delta, & \text{if } t \geq K_T, \end{cases}
\]  

(2.4)

where \( K_T \) is the “killing time” with killing rate \( d(t, x) \), and \( \Delta \) is the “coffin” (or “cemetery”) state which is not in \( \mathbb{R}^n \) (e.g., see [43, Section 5.7] for details).

Equation (2.3) includes a number of structured population models as special cases. Specifically, (2.3) with \( g_k \equiv 1 \) and all the elements of the matrix \( \Sigma(t, x) \) being zero except the diagonal elements \( \Sigma_{kk} \), \( k = 2, \ldots, n \) is the physiologically structured population model given by Oster and Takahashi [53] in 1974

\[
\frac{\partial}{\partial t} u(t, x) + \frac{\partial}{\partial x_1} u(t, x) + \sum_{k=2}^{n} \frac{\partial}{\partial x_k} (g_k(t, x)u(t, x))
\]  

\[+ d(t, x)u(t, x) = \frac{1}{2} \sum_{k=2}^{n} \frac{\partial^2}{\partial x_k^2} [\Sigma_{kk}(t, x)u(t, x)],
\]  

(2.5)
where individuals are characterized by the chronological age \(x_1\), and physiological variables \(x_2, \ldots, x_n\) whose growth rates are affected by various stochastic factors. Observe that (2.5) with \(n = 2\), i.e.,

\[
\frac{\partial}{\partial t} u(t, x) + \frac{\partial}{\partial x_1} u(t, x) + \frac{\partial}{\partial x_2} (g_2(t, x)u(t, x)) + d(t, x)u(t, x) = \frac{1}{2} \frac{\partial^2}{\partial x_2^2} [\Sigma_{22}(t, x)u(t, x)],
\]

(2.6)
is a model given by Weiss [66] in 1968 for cell populations with age structure.

In this paper equation (2.3) with appropriate boundary and initial conditions along with its special cases with nonzero diffusion coefficients such as (2.2), (2.5) and (2.6) will be referred to as Fokker-Planck physiologically structured (FPFS) population models. In light of the above discussions, we see that FPFS population models can be associated with a stochastic process resulting from the stochasticity of growth rates of each individual along with the variability in the initial structure level of individuals across the population.

Fokker-Planck physiologically structured population models have been investigated by a number of researchers. For example, a scalar FPFS model with nonlinear and nonlocal boundary condition was studied in [31] to understand how a constant diffusion coefficient influences the stability and the Hopf bifurcation of the positive equilibrium of the system. In another example inverse problems were considered in [26] for the estimation of temporally and spatially varying coefficients in a scalar FPFS model with nonlocal boundary conditions.

### 2.2. Probabilistic Formulation and Its Associated Growth Rate Distributed Physiologically Structured Population Models

Our probabilistic formulation is motivated by the observation that some intrinsic variables (e.g., genetic differences or non-lethal infections due to chronic disease) can have an effect on individual growth. For example, in many marine species such as mosquitofish, females grow faster than males, which means that individuals even with the same size may have different growth rates. In addition, it was reported in [30] that non-lethal infection of *Penaeus vannamei* postlarvae by IHHNV (infectious hypodermal and hematopoietic Necrosis virus) may reduce growth and increase size variability.

The underlying assumption for the probabilistic formulation is that each individual grows according to a deterministic growth model, but different individuals may have different structure dependent growth rates. Based on this assumption, one partitions the entire population into (possibly a continuum of) subpopulations where individuals in each subpopulation have the same structure-dependent growth rates, and then assigns a probability distribution to this partition of possible growth rates in the population. Hence, for this formulation the uncertainty is introduced into population by the variability of growth rates among subpopulations as well as possible variability in the initial structure level of individuals across population.

For simplicity in explanation, we assume that growth processes of individuals are characterized by the following system of differential equations

\[
x(t; X_0, Z) = g(t, x(t; X_0, Z); Z), \quad x(0; X_0, Z) = X_0,
\]

(2.7)

where \(x = (x_1, x_2, \ldots, x_n)^T\), \(g = (g_1, g_2, \ldots, g_n)^T\) is an \(n\)-dimensional nonrandom function of \(t\) and \(x, Z\) is an \(m\)-dimensional random vector (either discrete or continuous) that is used to account for the variability in growth, and \(X_0\) is an \(n\)-dimensional random vector used to account for the variability among individuals in the initial structure level. Equation (2.7) implies that all the individuals have the same functional form \(g(t, x; z)\) for the growth rates but the values of parameters \(z\) may vary across individuals, where \(z\) is realization of \(Z\). To differentiate it from the system of stochastic differential equations discussed in the above section, in this paper (2.7) is referred to as a system of random differential equations (a term popularized for some years since its early use in [60, 61]).
2.2.1. Probability Density Function of \( x(t; X_0, Z) \)

Note that for each \( t \), \( x(t; X_0, Z) \) is a function of the random variables \( X_0 \) and \( Z \) and thus is also a random variable. Hence \( \{x(t; X_0, Z)\} \) is a stochastic process. We observe that for any given value \( z \) of \( Z \) system (2.7) is cryptodeterministic. Hence, by using the Liouville equation (1.3) the probability density function \( \varphi(t, x; z) \) of solution \( x(t; X_0, z) \) to (2.7) with given value \( z \) of \( Z \) satisfies

\[
\frac{\partial}{\partial t} \varphi(t, x; z) + \sum_{k=1}^{n} \frac{\partial}{\partial x_k} (g_k(t, x; z)\varphi(t, x; z)) = 0. \tag{2.8}
\]

Given the conditional probability density function \( \varphi(t, x; z) \), the probability density function \( p(t, x) \) of \( x(t; X_0, Z) \) is given by

\[
p(t, x) = \int_{Z} \varphi(t, x; z)d\psi(z), \tag{2.9}
\]

where \( Z \) denotes the set of all possible values of \( Z \), and \( \psi(z) \) denotes the cumulative distribution function of \( Z \). It should be noted that for the discrete case, the associated probability density function \( \psi \) of \( Z \) can be written in terms of Dirac delta function. For example, if the discrete random vector \( Z \) can take \( l \) different values \( z_j, j = 1, 2, \ldots, l \), then its associated probability density function \( \psi \) can be written as

\[
\psi(z) = \sum_{j=1}^{l} \beta_j \delta(z - z_j). \tag{2.10}
\]

Here \( \delta \) denotes the Dirac delta function, \( \beta_j \) is the probability associated with \( z_j, j = 1, 2, \ldots, l \), and \( \sum_{j=1}^{l} \beta_j = 1 \). Thus, for this case (2.9) can be simply written as follows

\[
p(t, x) = \sum_{j=1}^{l} \beta_j \varphi(t, x; z_j). \tag{2.9}
\]

2.2.2. Growth Rate Distributed Physiologically Structured Population Models

A more general case of (2.8) including mortality is given by

\[
\frac{\partial}{\partial t} v(t, x; z) + \sum_{j=1}^{n} \frac{\partial}{\partial x_j} (g_j(t, x; z)v(t, x; z)) + d(t, x)v(t, x; z) = 0, \tag{2.11}
\]

where \( v(t, x; z) \) denotes the population density of individuals with structure level \( x \) at time \( t \) in a subpopulation with growth rate \( g(t, x; z) \), and \( d(t, x) \) denotes mortality rate of individuals with structure level \( x \) at time \( t \) (for simplicity here we assume that all individuals have the same time and structure level dependent mortality rate - this can be readily extended to include a distribution for mortality rates). Given the subpopulation density \( v(t, x; z) \), the population density \( u(t, x) \) for the population with structure level \( x \) at time \( t \) is given by

\[
u(t, x) = \int_{Z} v(t, x; z)d\psi(z). \tag{2.12}
\]

In this paper equation (2.12) along with (2.11) (with appropriate boundary and initial conditions) as well as its special cases (e.g., the model with zero mortality) are referred to as growth rate distributed physiologically structured (GRDPS) population models. This GRDPS model was originally developed and studied in \([8, 15]\) in connection with mosquito fish population, where it was called the growth rate distribution model and it was not formulated directly from a stochastic process. However, from the above discussions, it can be readily seen that GRDPS models in fact are associated with the stochastic process
x(t; X₀, Z), which is obtained through the variability Z in the individual’s growth rates along with the variability X₀ in the initial structure level of individuals in the population.

We observe that the GRDPS model involves a stationary probabilistic structure on a family of deterministic dynamical systems. For the case where Z is a discrete random vector with associated probability density function described by (2.10), the GRDPS model is comprised of l classical physiological structured population models with each model describing the dynamics of one subpopulation. This is the case that is often investigated in the literature (e.g., [1, 23–25, 37, 58]) to account for the heterogeneity of the population. For example, to account for the distinct cell proliferation properties among cells, the authors in [23, 24, 58] divide the cell population into a finite number of subpopulations based on the cell types and the number of cell divisions.

In practice, the distribution function Ψ on the growth rates is the fundamental “parameter” to be determined from aggregate data (e.g., sampling with or without replacement from the entire population) through either parametric methods (which depend on prior information known about the form for Ψ) or nonparametric methods (used in cases where one has no knowledge of the form for Ψ). Several methods (e.g., a delta function based method and a piecewise linear spline based method) in the nonparametric approach have been proposed and successfully implemented in the literature (e.g., [6, 10, 11, 15, 16, 20] and the references therein). These methods are based on the Prohorov [50] metric theoretical framework developed earlier in [6] and described more fully in [5] to estimate the growth rate distribution function Ψ; the estimation accuracy between these two methods was compared in [10].

A growth rate distributed physiological structured population model has been successfully used to model mosquitofish population in the rice fields, where the experimental data exhibits both bimodality and dispersion in size as time increases (e.g., see [8, 15, 16]) even though the population begins with a unimodal density (no reproduction involved). In addition, this model was also used to model the early growth of shrimp populations [12,13], which exhibit a great deal of variability in size as time evolves even though the shrimp begin with approximately similar sizes (i.e., essentially very little to no variance in initial size structure).

3. A Relationship Between Stochastic and Probabilistic Formulations as well as a Relationship Between the FPPS and GRDPS Models

Our formulations in Section 2 make clear that the stochastic and probabilistic formulations are conceptually quite different in describing the growth process of individuals with one depicted by an Itô stochastic differential equation and the other by random differential equation. Each formulation leads to an underlying stochastic process and a natural question is how these two processes might differ. Somewhat surprisingly however, it was shown in [17] that there are a class of Itô stochastic differential equations (SDEs) for which their solutions have the same probability density functions at each time t as those for the solutions of their corresponding random differential equations (RDEs) formulations.

**Definition 3.1.** If the probability density function of the solution of an SDE is the same as that of the solution of an RDE at each time t, then the SDE and RDE are said to be pointwise equivalent.

It should be noted that even though stochastic differential equations and their corresponding random differential equations can yield pointwise equivalent densities, the stochastic processes obtained by these SDEs and their corresponding RDEs are in general different as their covariance functions need not be the same (see [17] for details with examples).

In the next four subsections, we summarize the pointwise equivalence results from [17], where it was shown how to transform from a given SDE to the corresponding equivalent RDE, and from a given RDE to the corresponding SDE. Since the SDE can lead to a computationally challenging system (e.g., when convection dominated diffusion is involved) while the RDE formulation leads to a system that is readily solved with eminently parallelizable computational methods (see the remarks below and [16, 17] for further discussions), the numerical advantages for an alternate formulation for the associated Fokker-Planck equations are rather obvious.
3.1. Scalar Affine Differential Equations (Class 1)

In the first class of systems, the random differential equation considered has the following form

\[
\frac{dx(t; X_0, Z)}{dt} = \alpha(t)x(t; X_0, Z) + \gamma(t) + Z \cdot \varrho(t), \quad x(0; X_0, Z) = X_0. \tag{3.1}
\]

In the above equation, \( Z = (Z_0, Z_1, \ldots, Z_{m-1})^T \), where \( Z_j \sim \mathcal{N}(\mu_j, \sigma_j^2) \), \( j = 0, 1, 2, \ldots, m - 1 \), are mutually independent with \( \mu_j, \sigma_j, j = 0, 1, 2, \ldots, m - 1 \), being some positive constants. In addition, \( \alpha \), \( \gamma \) and \( \varrho = (\varrho_0, \varrho_1, \ldots, \varrho_{m-1})^T \) are non-random functions of \( t \). The corresponding stochastic differential equation takes the form

\[
dX(t) = [\alpha(t)X(t) + \xi(t)]dt + \eta(t)dW(t), \quad X(0) = X_0, \tag{3.2}
\]

with \( \xi \) and \( \eta \) being some non-random functions of \( t \).

The conditions for the pointwise equivalence between random differential equation (3.1) and stochastic differential equation (3.2) are stated in the following theorem (see [17] for a proof).

**Theorem 3.2.** If functions \( \xi \), \( \eta \) and \( \gamma \), and functions \( \varrho_j \) and constants \( \mu_j \) and \( \sigma_j \), \( j = 0, 1, 2, \ldots, m - 1 \) satisfy the following two equalities

\[
\int_0^t \xi(s) \exp \left( \int_s^t \alpha(\tau)d\tau \right) ds = \int_0^t [\gamma(s) + \mu \cdot \varrho(s)] \exp \left( \int_s^t \alpha(\tau)d\tau \right) ds, \tag{3.3}
\]

and

\[
\int_0^t \left[ \eta(s) \exp \left( \int_s^t \alpha(\tau)d\tau \right) \right]^2 ds = \sum_{j=0}^{m-1} \sigma_j^2 \left[ \int_0^t \varrho_j(s) \exp \left( \int_s^t \alpha(\tau)d\tau \right) ds \right]^2, \tag{3.4}
\]

then random differential equation (3.1) and stochastic differential equation (3.2) yield stochastic processes that are pointwise equivalent. Here \( \mu = (\mu_0, \mu_1, \ldots, \mu_{m-1})^T \).

**RDE to SDE** Based on equivalence conditions (3.3) and (3.4), the specific form of the corresponding pointwise equivalent SDE can be given in terms of the known RDE. To do that, we assume that \( \varrho \) has the property that the function

\[
h(t) = \sum_{j=0}^{m-1} \sigma_j^2 \varrho_j(t) \int_0^t \varrho_j(s) \exp \left( \int_s^t \alpha(\tau)d\tau \right) ds
\]

is nonnegative for any \( t \geq 0 \). By the equivalent conditions (3.3) and (3.4), the corresponding pointwise equivalent SDE for RDE (3.1) is then given by

\[
dX(t) = [\alpha(t)X(t) + \gamma(t) + \mu \cdot \varrho_0(t)]dt + \sqrt{2h(t)}dW(t), \quad X(0) = X_0.
\]

**SDE to RDE** We consider the conversion from SDE to equivalent RDE. The equivalence conditions (3.3) and (3.4) imply that there are numerous different choices for the RDE (through choosing different values for \( m \)). One of the simple choices of the corresponding pointwise equivalent RDE for the SDE (3.2) is given by

\[
\frac{dx(t; X_0, Z)}{dt} = \alpha(t)x(t; X_0, Z) + \xi(t) + Z \varrho_0(t), \quad x(0; X_0, Z) = X_0,
\]

where the random variable \( Z \sim \mathcal{N}(0, 1) \), and the function \( \varrho_0 \) is defined by

\[
\varrho_0(t) = \frac{d}{dt} \left[ \left( \int_0^t \eta^2(s) \exp \left( 2 \int_s^t \alpha(\tau)d\tau \right) ds \right)^{\frac{1}{2}} \right] - \alpha(t) \left[ \int_0^t \eta^2(s) \exp \left( 2 \int_s^t \alpha(\tau)d\tau \right) ds \right]^{\frac{1}{2}}.
\]

The interested readers can refer to [17] for other possible choices of equivalent RDE.
3.2. Scalar Affine Differential Equations (Class 2)

In this case, the random differential equation considered has the following form

$$\frac{dx(t; X_0, Z)}{dt} = (Z \cdot \varrho(t) + \gamma(t)) (x(t; X_0, Z) + c), \quad x(0; X_0, Z) = X_0. \quad (3.5)$$

In the above equation, $Z = (Z_0, Z_1, \ldots, Z_{m-1})^T$, where $Z_j \sim \mathcal{N}(\mu_j, \sigma_j^2)$, $j = 0, 1, 2, \ldots, m - 1$, are mutually independent with $\mu_j, \sigma_j, j = 0, 1, 2, \ldots, m - 1$, being some positive constants. In addition, $\varrho = (\varrho_0, \varrho_1, \ldots, \varrho_{m-1})^T$ is a non-random vector function of $t$, $\gamma$ is a non-random function of $t$, and $c$ is a given constant. The equivalent stochastic differential equation takes the form

$$dX(t) = \xi(t)(X(t) + c)dt + \eta(t)(X(t) + c)dW(t), \quad X(0) = X_0, \quad (3.6)$$

where $\xi$ and $\eta$ are some non-random functions of $t$.

The conditions for the pointwise equivalence between random differential equation (3.5) and stochastic differential equation (3.6) are stated in the following theorem (again see [17] for a proof).

**Theorem 3.3.** If the functions $\xi$, $\eta$ and $\gamma$, and the function $\varrho_j$ and the constants $\mu_j$ and $\sigma_j$, $j = 0, 1, 2, \ldots, m - 1$, satisfy the following two equalities

$$\int_0^t (\xi(s) - \frac{1}{2} \eta^2(s))ds = \int_0^t (\mu \cdot \varrho(s) + \gamma(s)) ds \quad (3.7)$$

and

$$\int_0^t \eta^2(s)ds = \sum_{j=0}^{m-1} \sigma_j^2 \left( \int_0^t \varrho_j(s)ds \right)^2, \quad (3.8)$$

then the random differential equation (3.5) and the stochastic differential equation (3.6) yield stochastic processes that are pointwise equivalent. Here $\mu = (\mu_0, \mu_1, \ldots, \mu_{m-1})^T$.

**RDE to SDE** Based on equivalence conditions (3.7) and (3.8), the specific form of the corresponding pointwise equivalent SDE can be given in terms of a known RDE. To do that, we assume that $\varrho$ has the property that the function

$$\tilde{h}(t) = \sum_{j=0}^{m-1} \sigma_j^2 \varrho_j(t) \left( \int_0^t \varrho_j(s)ds \right)$$

is nonnegative for any $t \geq 0$. Then the corresponding pointwise equivalent SDE for the RDE (3.5) is given by

$$dX(t) = \left( \mu \cdot \varrho(t) + \gamma(t) + \tilde{h}(t) \right) (X(t) + c)dt + \sqrt{2\tilde{h}(t)}(X(t) + c)dW(t), \quad X(0) = X_0. \quad (3.6)$$

**SDE to RDE** The equivalence conditions (3.7) and (3.8) imply that there are many different choices for an equivalent RDE (through choosing different values for $m$). One of the simple choices for the corresponding pointwise equivalent RDE for the SDE (3.6) is as follows:

$$\frac{dx(t; X_0, Z)}{dt} = (Z\varrho_0(t) + \xi(t) + \frac{1}{2} \eta^2(t)) (x(t; X_0, Z) + c), \quad x(0; X_0, Z) = X_0,$$

where the random variable $Z \sim \mathcal{N}(0, 1)$, and the function $\varrho_0$ is defined by

$$\varrho_0(t) = \frac{d}{dt} \left[ \left( \int_0^t \eta^2(s)ds \right)^{1/2} \right].$$

Interested readers can refer to [17] for other possible choices for the equivalent RDE.
3.3. Vector Affine Systems

In this class of systems, we consider vector random differential equations of the form

$$\frac{dx(t; X_0, Z)}{dt} = A(t)x(t; X_0, Z) + \gamma(t) + H(t)Z, \quad x(0; X_0, Z) = X_0. \quad (3.9)$$

Here $Z$ is an $m$-dimensional random vector that is a multivariate normal distributed with mean vector $\mu_Z$ and covariance matrix $\Sigma_Z$ (that is, $Z \sim N(\mu_Z, \Sigma_Z)$), $A$ is a non-random $n \times n$ matrix function of $t$, $\gamma$ is a non-random $n$-dimensional column vector function of $t$, and $H$ is a non-random $n \times m$ matrix function of $t$. The corresponding system of stochastic differential equations has the form

$$dX(t) = [A(t)X(t) + \xi(t)]dt + \mathcal{F}(t)dW(t), \quad X(0) = X_0, \quad (3.10)$$

where $\xi$ is a non-random $n$-dimensional column vector function of $t$, $\mathcal{F}$ is a non-random $n \times l$ matrix function of $t$, and $W(t) = (W_1(t), W_2(t), \ldots, W_l(t))^T$ is a $l$-vector standard Wiener process.

Let $\Phi(t)$ be the solution of the associated deterministic initial value problem

$$\frac{d\Phi(t)}{dt} = A(t)\Phi(t), \quad \Phi(0) = I_n, \quad (3.11)$$

where $I_n$ is the $n \times n$ identity matrix. Then the conditions for the pointwise equivalence between the system of random differential equations (3.9) and the system of stochastic differential equations (3.10) are stated in the following theorem (see [17] for proofs).

**Theorem 3.4.** If functions $\xi, \mathcal{F}, \gamma, H, \mu_Z$ and $\Sigma_Z$ satisfy the following two equalities

$$\int_0^t \Phi^{-1}(s) \gamma(s) + H(s)\mu_Z ds = \int_0^t \Phi^{-1}(s)\xi(s) ds, \quad (3.12)$$

and

$$\left[ \int_0^t \Phi^{-1}(s)H(s) ds \right] \Sigma_Z \left[ \int_0^t \Phi^{-1}(s)H(s) ds \right]^T = \int_0^t \Phi^{-1}(s)\mathcal{F}(s) (\Phi^{-1}(s)\mathcal{F}(s))^T ds, \quad (3.13)$$

then the system of random differential equations (3.9) and the system of stochastic differential equations (3.10) are pointwise equivalent.

**Conversion of Systems of RDEs to Systems of SDEs**

Based on the equivalence conditions (3.12) and (3.13), the specific form of the corresponding pointwise equivalent system of SDEs can be given in terms of parameters for a given system of RDEs. To do that, we assume that the following matrix function

$$\Pi_{p}(t) = \left[ \int_0^t \Phi^{-1}(s)H(s) ds \right] \Sigma_Z \left[ \int_0^t \Phi^{-1}(s)H(s) ds \right]^T$$

has the property that the matrix function $\Phi(t)\Pi_p(t)\Phi(t)^T$ is positive-semidefinite for any $t \geq 0$. Then the corresponding pointwise equivalent system of SDEs for the system of RDEs (3.9) is given by

$$dX(t) = [A(t)X(t) + \gamma(t) + H(t)\mu_Z]dt + \mathcal{F}(t)dW(t), \quad X(0) = X_0,$$

where the matrix function $\mathcal{F}$ satisfies

$$\mathcal{F}(t)\mathcal{F}^T(t) = \Phi(t)\hat{\Pi}_p(t)(\Phi(t))^T.$$

**Conversion of Systems of SDEs to Systems of RDEs** The equivalence conditions (3.12) and (3.13) imply that there are many different choices for the equivalent system of RDEs. One of the simple
consider the stochastic differential equation
\begin{equation}
\frac{dx(t;X_0,Z)}{dt} = A(t)x(t;X_0,Z) + \xi(t) + \Phi(t)\dot{A}(t)Z, \quad x(0;X_0,Z) = X_0,
\end{equation}
where \(Z\) is an \(n\)-dimensional random vector with \(Z \sim \mathcal{N}(0,I_n)\), and the matrix function \(A\) satisfies the equality
\[ A(t)(A(t))^T = \int_0^t \Phi^{-1}(s)F(s)(\Phi^{-1}(s)F(s))^T \, ds. \]

3.4. Pointwise Equivalent Nonlinear Differential Equations

The discussions in the above three subsections imply that if a nonlinear stochastic differential equation (or a system of nonlinear stochastic differential equations) can be reduced to one of the forms in (3.2) or (3.6) (or the form (3.10)) by some invertible transformation, then one can find its corresponding pointwise equivalent random differential equation. The converse is true for random differential equations.

The following two theorems (given in [33, Section 4.1]) show that there is a large class of nonlinear stochastic differential equations that can be reduced to linear stochastic differential equations after some invertible transformation and thus are pertinent to our discussions here.

**Theorem 3.5.** Consider the stochastic differential equation
\begin{equation}
dX(t) = g(t,X(t))dt + \sigma(t,X(t))dW(t),
\end{equation}
where \(g\) and \(\sigma\) are non-random functions of \(x\) and \(t\). If the equality
\[
\frac{\partial}{\partial x} \left\{ \sigma(t,x) \left[ \frac{1}{\sigma^2(t,x)} \frac{\partial \sigma}{\partial t}(t,x) - \frac{\partial}{\partial x} \left( \frac{g}{\sigma} \right)(t,x) + \frac{1}{2} \frac{\partial^2 \sigma}{\partial x^2}(t,x) \right] \right\} = 0
\]
holds, then (3.14) can be reduced to the linear stochastic differential equation
\begin{equation}
dY(t) = \bar{g}(t)dt + \bar{\sigma}(t)dW(t).
\end{equation}
Here \(\bar{\sigma}\) is some deterministic function determined from
\[
\bar{\sigma}'(t) = \bar{\sigma}(t)\sigma(t,x) \left[ \frac{1}{\sigma^2(t,x)} \frac{\partial \sigma}{\partial t}(t,x) - \frac{\partial}{\partial x} \left( \frac{g}{\sigma} \right)(t,x) + \frac{1}{2} \frac{\partial^2 \sigma}{\partial x^2}(t,x) \right],
\]
and \(\bar{g}\) is some deterministic function given by
\[
\bar{g}(t) = \frac{\partial h}{\partial t}(t,x) + \frac{\partial h}{\partial x}(t,x)g(t,x) + \frac{1}{2} \frac{\partial^2 h}{\partial x^2}(t,x)\sigma^2(t,x)
\]
with \(h\) being some smooth invertible function computed from
\[
\frac{\partial h}{\partial x}(t,x) = \frac{\bar{\sigma}(t,x)}{\sigma(t,x)}.
\]
In addition, the relationship between \(Y(t)\) and \(X(t)\) is given by \(Y(t) = h(t,X(t))\).

**Theorem 3.6.** The autonomous stochastic differential equation
\begin{equation}
dX(t) = g(X(t))dt + \sigma(X(t))dW(t)
\end{equation}
can be reduced to the following linear stochastic differential equation
\begin{equation}
dY(t) = (\lambda_0 + \lambda_1 Y(t))dt + (\nu_0 + \nu_1 Y(t))dW(t)
\end{equation}
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if and only if
\[ \psi'(x) = 0 \text{ or } \left( \frac{\sigma \psi'}{\psi'} \right)'(x) = 0. \] (3.15)

Here \( g \) and \( \sigma \) are non-random functions of \( x \), \( \lambda_0 \), \( \lambda_1 \), \( \nu_0 \) and \( \nu_1 \) are some constants, \( \psi(x) = \frac{g(x)}{\sigma(x)} - \frac{1}{2} \sigma'(x) \), and \( Y(t) = h(X(t)) \), where \( h \) is some invertible transformation.

If the latter part of (3.15) is satisfied, then we set \( \nu_1 = -\left( \frac{\sigma \psi'}{\psi'} \right)' \) and choose
\[
h(x) = \begin{cases} 
  c_1 \exp \left( \nu_1 \int_a^x \frac{1}{\sigma(t)} \, dt \right), & \text{if } \nu_1 \neq 0 \\
  \nu_0 \int_a^x \frac{1}{\sigma(t)} \, dt + c_0, & \text{if } \nu_1 = 0,
\end{cases}
\]
where \( c_0 \) and \( c_1 \) are some constants.

Based on the equivalence results in Sections 3.1-3.3 as well as the results presented in Theorem 3.5 and 3.6, one can derive the corresponding pointwise equivalent RDEs for a large class of nonlinear SDEs. Specifically, in [17] several different nonlinear examples were given to illustrate this transformation method to find the corresponding equivalent SDE/RDE and RDE/SDE. These examples include the popular Verhulst-Pearl logistic growth model \( \frac{dx}{dt} = rx \left( 1 - \frac{x}{K} \right) \) and the general growth model \( \frac{dx}{dt} = (a_0(t) - a_1(t) \ln x) x \) of which the standard Gompertz growth model \( \frac{dx}{dt} = r(\ln b - \ln x) x \) is a special case.

### 3.5. Remarks on Relationships Between the FPPS and GRDPS Models

To establish the pointwise equivalence between SDEs and RDEs in the above subsections, we assume a normal distribution on each component of \( Z \) (i.e., \( Z_j \sim \mathcal{N}(\mu_j, \sigma_j^2) \)) for the RDE in Sections 3.1 and 3.2 and impose a multivariate normal distribution on \( Z \) in Section 3.3). However, this normal assumption is not completely reasonable in many applications because the growth rate may become negative for many individuals (which results in the size classes having non-negligible probability of being negative in a finite time period) in the population when the variance \( \sigma_j^2 \) is sufficiently large relative to \( \mu_j \). A standard approach in practice to remedy this problem is to impose a truncated normal distribution instead of a normal distribution; that is, we restrict \( Z_j \) in some reasonable range. We also observe that the corresponding stochastic formulation also can lead to the size having non-negligible probability being negative when the diffusion dominates the drift because \( W(t) \sim \mathcal{N}(0, t) \) for any fixed \( t \) and hence decreases in size are possible. One way to remedy this situation is to set \( X(t) = 0 \) if \( X(t) \leq 0 \). Thus, if \( \sigma_j \) is sufficiently large relative to \( \mu_j \), then we may obtain different probability density functions for the solutions of the RDE and SDE after we have made these different modifications to each. The same anomalies (demonstrated in [14] with some computational examples) hold for the solutions of the associated FPPS and GRDPS models themselves when we impose zero-flux boundary conditions (which is equivalent to setting \( X(t) = 0 \) if \( X(t) \leq 0 \) for the SDE in the sense that both are used to keep individuals in the system) in the FPPS model and put constraints on each component of \( Z \) in the GRDPS model.

However, for the case where the truncated normal distribution can provide a good approximation to the normal distribution (i.e., for the case where \( \sigma_j \) is sufficiently small relative to \( \mu_j \)), the GRDPS model and the corresponding FPPS model can, with appropriate boundary and initial conditions as well as properly chosen parameters based on pointwise equivalence results between the SDE and RDE, yield quite similar solutions. This is predicated by our analysis of the SDE and the RDE and their resulting FPPS and GRDPS models, and was also demonstrated in [14] with several computational examples. It is well documented (e.g., see [26, 36] and the references therein) that there exist significant difficulties in numerically solving FPPS models when the drift dominates the diffusion (the case of primary interest in
many situations) even for the scalar case. However, as mentioned above the GRDPS models are readily solved rapidly with so-called “embarrassing parallel” computational methods [16, 65], where the model governed for each subpopulation could be solved via the methods of characteristic (when dimensions are relative small, such as less than or equal to three) or some other well-established numerical methods (e.g., [2, 4] and the references therein). Hence, the corresponding GRDPS model could be used as an alternative method that can be fast and efficient in numerically solving for the pointwise equivalent distributions in the FPPS model.

4. Concluding Remarks

In this paper we gave a review of two conceptually different approaches that have been used in the literature to model growth uncertainty in a physiologically structured population. We also give a summary of the relationship between these two approaches as well as the relationship between their resulting physiologically structured population models. A more general approach to model the growth uncertainty would be to combine the two approaches that we considered in this paper. That is, the growth processes of individuals would be characterized by the system of differential equations

\[
dX(t) = g(t, X(t); Z(t))dt + \sigma(t, X(t); Z(t))dW(t), \quad X(0) = X_0.
\]

Such a formulation was used in [38] to model the dynamics of heterogeneous cell populations. In some cases, the growth processes of individuals may be driven by a much more complicated dynamical system such as one given by

\[
dX(t) = g(t, X(t); Z(t))dt + \sigma(t, X(t); Z(t))dW(t), \quad X(0) = X_0,
\]

where \(Z(t)\) is a stochastic process (with either discrete or continuous state space) which may be dependent on \(X(t)\). In general, it is difficult if not impossible to obtain an equation for the resulting probability density function of \(X(t)\), especially in the case where \(Z(t)\) is dependent on \(X(t)\).

In reality, mortality and reproduction rates may also be random. Thus, it would be interesting (and as yet an open question) to know how to correctly incorporate these uncertainties into the existing dynamical systems (e.g., the GRDPS models or FPPS models), and investigate the relationship between them. In addition, it would be interesting to know the stochastic processes with which those nonlinear structured population models (e.g., a size structured population model with growth rate depending on the total number of population) are associated.

Even though the FPPS and GRDPS models have been proven quite useful in specific applications, they are still less explored in the literature in terms of either computational or theoretical analysis, especially in the area of optimal control studies. The investigation of control studies for these systems is important not only conceptually but also for applications. For example, it is well known that growth rates of marine species such as shrimp depend on a number of environmental factors such as temperature, salinity level and oxygen level. Hence, it is important to know how to optimally control these factors in order to produce maximum growth, especially in commercial efforts (see [13, 30] and the references therein).
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