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Abstract. As one of the major directions in applied and computational harmonic analysis, the classical theory of wavelets and framelets has been extensively investigated in the function setting, in particular, in the function space $L^2(\mathbb{R}^d)$. A discrete wavelet transform is often regarded as a byproduct in wavelet analysis by decomposing and reconstructing functions in $L^2(\mathbb{R}^d)$ via nested subspaces of $L^2(\mathbb{R}^d)$ in a multiresolution analysis. However, since the input/output data and all filters in a discrete wavelet transform are of discrete nature, to understand better the performance of wavelets and framelets in applications, it is more natural and fundamental to directly study a discrete framelet/wavelet transform and its key properties. The main topic of this paper is to study various properties of a discrete framelet transform purely in the discrete/digital setting without involving the function space $L^2(\mathbb{R}^d)$. We shall develop a comprehensive theory of discrete framelets and wavelets using an algorithmic approach by directly studying a discrete framelet transform. The connections between our algorithmic approach and the classical theory of wavelets and framelets in the function setting will be addressed. Using tensor product of univariate complex-valued tight framelets, we shall also present an example of directional tight framelets in this paper.
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1. Introduction and Motivations

In this paper we study a discrete framelet/wavelet transform and its various properties. To explain our motivations and to provide necessary background, let us first briefly outline the classical theory of wavelets and framelets in the function space $L^2(\mathbb{R}^d)$.

Let $M$ be a $d \times d$ invertible real-valued matrix. For any square integrable function $f \in L^2(\mathbb{R}^d)$, throughout the paper we shall adopt the following notation:

$$f_{M; k, n}(x) := [M; k, n] f(x) := \frac{1}{|\det(M)|^{1/2}} e^{-i n \cdot M x} f(M x - k), \quad x, k, n \in \mathbb{R}^d,$$

(1.1)

where $i$ denotes the imaginary unit. In particular, we define $f_{M, k} := f_{M, k, 0}$. Let $\Psi$ be a (finite) subset of $L^2(\mathbb{R}^d)$. The following homogeneous $M$-affine (or $M$-wavelet) system
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\[
\text{AS}(\Psi) := \{\psi_{M,j,k} : j \in \mathbb{Z}, k \in \mathbb{Z}^d, \psi \in \Psi\},
\]

has been extensively studied in the function space \(L_2(\mathbb{R}^d)\) in the literature of wavelet analysis, often with \(M\) being an expansive integer matrix. Here we say that \(M\) is expansive if all its eigenvalues have modulus greater than one. Elements in \(\Psi\) are often called wavelet (generating) functions. To emphasize the dilation matrix \(M\) in an affine system, we also use \(\text{AS}^M(\Psi)\) instead of \(\text{AS}(\Psi)\).

There are several different types of wavelets and framelets. The affine system \(\text{AS}(\Psi)\) could be an orthonormal basis, a tight frame, or a Riesz basis for the function space \(L_2(\mathbb{R}^d)\). For example, we say that \(\text{AS}(\Psi)\) is a tight frame for \(L_2(\mathbb{R}^d)\) if

\[
\|f\|^2_{L_2(\mathbb{R}^d)} = \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^d} \sum_{\psi \in \Psi} \langle f, \psi_{M,j,k} \rangle^2, \quad \forall f \in L_2(\mathbb{R}^d).
\]

It follows from (1.3) that every function \(f \in L_2(\mathbb{R}^d)\) has the following wavelet representation:

\[
f = \sum_{j \in \mathbb{Z}} \sum_{k \in \mathbb{Z}^d} \sum_{\psi \in \Psi} \langle f, \psi_{M,j,k} \rangle \psi_{M,j,k},
\]

with the series converging in \(L_2(\mathbb{R}^d)\).

One of the major tasks in wavelet analysis is to construct \(\Psi\) having some desirable properties so that \(\text{AS}(\Psi)\) is an orthonormal basis, a tight frame, or a Riesz basis for \(L_2(\mathbb{R}^d)\). For this purpose, the dominating approach in the current literature is to use a multiresolution analysis (MRA). A sequence \(\{V_j\}_{j \in \mathbb{Z}}\) of closed subspaces of \(L_2(\mathbb{R}^d)\) is called a multiresolution analysis of \(L_2(\mathbb{R}^d)\) (see [2, 8, 35]) if

(i) \(V_j \subseteq V_{j+1}\) and \(V_j = \{f(M^j \cdot) : f \in V_0\}\) for all \(j \in \mathbb{Z}\);

(ii) \(\bigcup_{j \in \mathbb{Z}} V_j\) is dense in \(L_2(\mathbb{R}^d)\) and \(\bigcap_{j \in \mathbb{Z}} V_j = \{0\}\);

(iii) There exists \(\Phi \subseteq L_2(\mathbb{R}^d)\) such that the linear span of \(\phi(-k), k \in \mathbb{Z}^d, \phi \in \Phi\) is dense in \(V_0\).

\(\{\phi(-k) : k \in \mathbb{Z}^d, \phi \in \Phi\}\) is often required to be a Riesz basis or an orthonormal basis of \(V_0\). By (i), we have \(\Phi \subseteq V_1\) and therefore, \(\Phi\) must be \(M\)-refinable satisfying \(\hat{\phi}(M^T \xi) = \hat{\phi}(\xi)\hat{\phi}(\xi)\) for almost every \(\xi \in \mathbb{R}^d\), where \(\phi\) is defined by listing all the elements in \(\Phi\) as a column vector and \(\hat{\phi}\) is a \((\#\Phi) \times (\#\Phi)\) matrix of \(2\pi \mathbb{Z}^d\)-periodic Lebesgue measurable functions. Now a set \(\Psi\) of wavelet generating functions is often derived from \(\phi\) via the following relation:

\[
\hat{\psi}(M^T \xi) = \hat{b}_\psi(\xi)\hat{\phi}(\xi), \quad \text{a.e. } \xi \in \mathbb{R}^d, \psi \in \Psi,
\]

where \(\hat{b}_\psi\) is some \(1 \times (\#\Phi)\) row vector of \(2\pi \mathbb{Z}^d\)-periodic measurable functions. By appropriately constructing \(\hat{a}\) and \(\hat{b}_\psi, \psi \in \Psi\), one obtains an affine system \(\text{AS}(\Psi)\) so that it is an orthonormal basis, a tight frame, or a Riesz basis for \(L_2(\mathbb{R}^d)\). There are a vast literature on this topic, to mention a very tiny portion of them, see [2, 8, 35, 36, 39, 40] and numerous references therein.

We now discuss the associated discrete wavelet/framelet transform in the function setting by decomposing and reconstructing functions in \(L_2(\mathbb{R}^d)\) via nested subspaces of \(L_2(\mathbb{R}^d)\) in a multiresolution analysis. For simplicity of discussion, we assume that \(\Psi = \{\phi\}\) is a singleton and \(\text{AS}(\Psi)\) is a tight frame for \(L_2(\mathbb{R}^d)\) with \(\Psi\) being derived from an \(M\)-refinable function \(\phi\) via (1.5). To compute the wavelet coefficients \(\langle f, \psi_{M,j,k} \rangle\) in the wavelet representation of \(f\) in (1.4), a widely accepted approach in the literature consists of two parts: projection (or discretization) and a discrete transform. To discretize a function \(f\) from the continuum domain into the discrete/digital domain, one selects a large enough integer \(J\) so that the function \(f\) is well approximated by the projected function \(P_J f := \sum_{k \in \mathbb{Z}^d} (D_J f)(k) \phi_{M,j,k}\), where \(D_j, j \in \mathbb{Z}\) are the discretization (or approximation) operators defined by

\[
D_j : L_2(\mathbb{R}^d) \to l_2(\mathbb{Z}^d) \quad \text{with} \quad D_j f := \{(f, \phi_{M,j,k})\}_{k \in \mathbb{Z}^d}.
\]
Therefore, most information of the function $f$ is encoded now in the discrete sequence $\mathbb{D}_j f$. Next a discrete transform is employed to compute all wavelet coefficients $(f, \psi_{M,J})$, $j < J$ and $k \in \mathbb{Z}^d$ using only the discrete sequence $\mathbb{D}_j f$ and the Fourier coefficients of $\hat{a}$ and $\hat{b}_\psi, \psi \in \Psi$. More precisely, rewrite the relations $\hat{\phi}(M^T \xi) = \hat{a}(\xi)\hat{\phi}(\xi)$ and $\hat{\psi}(M^T \xi) = \hat{b}(\xi)\hat{\phi}(\xi)$ as

\[
\hat{\phi}(x) = d_M \sum_{k \in \mathbb{Z}^d} a(k)\phi(Mx - k) \quad \text{and} \quad \hat{\psi}(x) = d_M \sum_{k \in \mathbb{Z}^d} b(k)\phi(Mx - k),
\]

where $d_M := |\det(M)|$ and $\sum_{k \in \mathbb{Z}^d} a(k)e^{-ik\xi} := \hat{a}(\xi)$, that is, $\{a(k)\}_{k \in \mathbb{Z}^d}$ is the sequence of the Fourier coefficients of $\hat{a}$. Then one can easily deduce that

\[
(D_{j-1}f)(n) = d_M^{1/2} \sum_{k \in \mathbb{Z}^d} a(k - Mn)(D_j f)(k), \quad (f, \psi_{M-1,n}) = d_M^{1/2} \sum_{k \in \mathbb{Z}^d} b(k - Mn)(\mathbb{D}_j f)(k).
\]

Now one can easily see that all the coefficients $(f, \psi_{M,J})$, $j < J$ and $n \in \mathbb{Z}^d$ can be computed recursively using $\mathbb{D}_j f$ and the Fourier coefficients of $\hat{a}$ and $\hat{b}_\psi, \psi \in \Psi$. This discrete transform is called a fast wavelet transform in the literature (see Sections 2 and 4 for more detail).

However, the mapping $\mathbb{D}_J$ in (1.6) may fail to be onto and therefore, not all signals in $l_2(\mathbb{Z}^d)$ can be exactly reconstructed by the associated discrete wavelet transform. This is not desirable in both theory and application, since $(f, \phi_{M,v,J})$ is often numerically computed by quadrature formulas and therefore, the numerically computed sequence $\mathbb{D}_J f$ may no longer fall inside the range of $\mathbb{D}_J$. Even if the mapping in (1.6) is onto, it is highly nontrivial to practically implement the discretization in (1.6) using a refinable function $\phi$. On the contrary, a practical sampling device for discretizing a function in the continuum domain is often pre-designed. For example, a digital camera can be used to convert a natural scene from the continuum domain into the digital world. It is more realistic to assume that a digital device employing (1.6) uses a pre-designed function $\phi = \eta$ and a particularly selected integer $J$. Therefore, a discretization or a measurement of $f$ is given in advance by $\{ (f, \eta_{M,J}) \}_{k \in \mathbb{Z}^d}$, instead of the one in (1.6) using a refinable function $\phi$. These difficulties motivate us to directly study a discrete framelet transform without associating it to an underlying affine system in the function space $L_2(\mathbb{R}^d)$. To our best knowledge, almost all papers and books on wavelet analysis deal with wavelets in the function space $L_2(\mathbb{R}^d)$ and a discrete framelet transform is always regarded as a consequence of a multiresolution analysis as outlined above. Though it is very natural and fundamental to directly study a discrete framelet/wavelet transform, this algorithmic approach has barely been adopted before in wavelet analysis and harmonic analysis, including books oriented for engineers such as [39,40].

The structure of the paper is as follows. In Section 2, we shall recall the one-level discrete framelet transform and then study its perfect reconstruction property. We shall explain the differences between a discrete framelet transform and its special case—a discrete wavelet transform. In Section 3, we study several key properties that are closely related to sparsity of a discrete framelet transform in the discrete setting, in particular, properties such as vanishing moments, sum rules, and polynomial reproduction. In Section 4, we shall introduce the notion of stability of a discrete framelet transform and discrete affine systems. Then we shall study the stability issue of a discrete framelet transform, which is one of the most important and challenging aspects of wavelet analysis. In Section 5 we shall investigate symmetry property of wavelets/framelets and the important role played by linear-phase moments in wavelet analysis. In Section 6, we shall study connections between dual framelet filter banks and frequency-based dual framelets. We show that every dual framelet filter bank naturally corresponds to a frequency-based dual framelet without any a priori condition. Finally, in Section 7 we present an example of directional tight framelets using tensor product of univariate complex-valued tight framelets.
2. Perfect Reconstruction of Discrete Framelet Transforms

In this section, we recall one-level discrete framelet transforms (DFrT) in dimension $d$. Among the three fundamental properties of a discrete framelet transform: prefect reconstruction, sparsity, and stability, we address in this section the most basic property—the perfect reconstruction property.

To introduce a discrete framelet transform, we need some definitions and concepts first. By $l(Z^d)$ we denote the linear space of all sequences $v : Z^d \rightarrow C$ of complex numbers on $Z^d$. For $v \in l(Z^d)$, we often write $v = \{v(k)\}_{k \in Z^d}$. Theoretically, a discrete input data is often regarded as an element in $l(Z^d)$. Similarly, by $l_0(Z^d)$ we denote the linear space of all sequences $u = \{u(k)\}_{k \in Z^d} : Z^d \rightarrow C$ on $Z^d$ such that $\{k \in Z^d : u(k) \neq 0\}$ is a finite set. An element in $l_0(Z^d)$ is often regarded as a finite-impulse-response (FIR) filter or a finitely supported mask. In this paper, we use $u$ for a general filter and $v$ for a general data.

A discrete framelet transform can be described using two linear operators—the subdivision operator and the transition operator. More precisely, for a filter $u \in l_0(Z^d)$ and a $d \times d$ integer matrix $M$, the subdivision operator $S_{u,M} : l(Z^d) \rightarrow l(Z^d)$ and the transition operator $T_{u,M} : l(Z^d) \rightarrow l(Z^d)$ are defined to be

$$
[S_{u,M}v](n) := |\det(M)| \sum_{k \in Z^d} v(k) u(n - Mk), \quad n \in Z^d,
$$

$$
[T_{u,M}v](n) := |\det(M)| \sum_{k \in Z^d} v(k) u(k - Mn), \quad n \in Z^d
$$

for $v \in l(Z^d)$. The transition operator is used for decomposition and plays the role of coarsening and frequency-separating the data to lower resolution levels; while the subdivision operator is used for reconstruction and plays the role of refining and predicting the data to higher resolution levels.

For a $d \times d$ invertible integer matrix $M$, we frequently use the following notations:

$$
d_M := |\det(M)|, \quad M_0 := (M^T)^{-1} Z^d / Z^d \quad \text{and} \quad \Omega_M := (\det(M^T)^{-1} Z^d) \cap [0, 1)^d. \quad (2.3)
$$

In other words, $M_0 = \{\gamma_1, \ldots, \gamma_d\}$ denotes a complete set of representatives of the distinct cosets of the quotient group $Z^d / M Z^d$, while $\Omega_M = \{\omega_1, \ldots, \omega_d\}$ denotes a complete set of representatives of the distinct cosets of the quotient group $([M^T]^{-1} Z^d) / Z^d$. Note that $M_0 = (M^T)^{-1} I_M$. It is often convenient to use the formal Fourier series (or symbol) $\hat{v}$ of a sequence $v = \{v(k)\}_{k \in Z^d}$, which is defined to be $\hat{v}(\xi) := \sum_{k \in Z^d} v(k) e^{-2\pi i k \cdot \xi}$ for $\xi \in R^d$, where $k \cdot \xi := k_1 \xi_1 + \cdots + k_d \xi_d$ for $k = (k_1, \ldots, k_d)^T$ and $\xi = (\xi_1, \ldots, \xi_d)^T$. Note that $v = \{v(k)\}_{k \in Z^d}$ is simply the sequence of Fourier coefficients of $\hat{v}$. Quite often, one only needs to deal with $v$ in the space $l_2(Z^d)$, equipped with the inner product:

$$
(v, w) := \sum_{k \in Z^d} v(k) w(k), \quad v, w \in l_2(Z^d)
$$

and $\|v\|^2_{l_2(Z^d)} := (v, v) < \infty$. In terms of Fourier series, we have

$$
\hat{S}_{u,M}v(\xi) = d_M \hat{\hat{v}}(M^T \xi) \hat{u}(\xi), \quad \hat{T}_{u,M}v(\xi) = \sum_{\omega \in \Omega_M} \hat{\hat{v}}((M^T)^{-1} \xi + 2\pi \omega) \hat{u}((M^T)^{-1} \xi + 2\pi \omega). \quad (2.5)
$$

We now describe a one-level standard (multidimensional) discrete framelet transform which consists of two parts: a one-level framelet decomposition and a one-level framelet reconstruction. Let $\hat{u}_0, \ldots, \hat{u}_s \in l_0(Z^d)$ be filters for decomposition. For a given data $v \in l(Z^d)$, a one-level framelet decomposition employing the filter bank $\{\hat{u}_0, \ldots, \hat{u}_s\}$ is

$$
w_\ell := d_M^{-1/2} T_{\hat{u}_\ell,M}v, \quad \ell = 0, \ldots, s, \quad (2.6)$$
where \( w_\ell \) are called sequences of framelet coefficients of the input signal \( v \). We can group all sequences of framelet coefficients together and define a framelet decomposition (or analysis) operator \( \widetilde{W} \colon l(\mathbb{Z}^d) \to (l(\mathbb{Z}^d))^{1 \times (s+1)} \) employing the filter bank \( \{u_0, \ldots, u_s\} \) as follows:

\[
\widetilde{W}v := d_0^{-1/2}(T_{u_0,M}v, \ldots, T_{u_s,M}v), \quad v \in l(\mathbb{Z}^d).
\]

Let \( u_0, \ldots, u_s \in l_0(\mathbb{Z}^d) \) be filters for reconstruction. A one-level framelet reconstruction employing the filter bank \( \{u_0, \ldots, u_s\} \) can be described by a framelet reconstruction (or synthesis) operator \( \mathcal{V} : (l(\mathbb{Z}^d))^{1 \times (s+1)} \to l(\mathbb{Z}^d) \) which is defined to be

\[
\mathcal{V}(w_0, \ldots, w_s) := d_0^{1/2} \sum_{\ell=0}^s S_{u_\ell,M}w_\ell, \quad w_0, \ldots, w_s \in l(\mathbb{Z}^d).
\]

The role played by the factor \( d_0^{-1/2} \) in (2.7) and (2.8) is to balance or preserve energy between the input signal and its framelet coefficients. We shall explain this issue later in this section. We denote a framelet decomposition operator employing the filter bank \( \{u_0, \ldots, u_s\} \) by \( \mathcal{W} \) and similarly, a framelet reconstruction operator employing the filter bank \( \{u_0, \ldots, u_s\} \) by \( \mathcal{V} \).

One of the fundamental properties of a discrete framelet transform is the perfect reconstruction property: \( \mathcal{V} \mathcal{W}v = v \) for all input data \( v \). We say that a discrete framelet transform employing a filter bank \( \{u_0, \ldots, u_s\} \), or simply, a filter bank \( \{u_0, \ldots, u_s\} \) has the perfect reconstruction (PR) property if \( \mathcal{V} \mathcal{W}v = v \) for all input data \( v \in l(\mathbb{Z}^d) \). By \( \delta \) we denote the Dirac (or Kronecker) sequence such that

\[
\delta(0) = 1 \quad \text{and} \quad \delta(k) = 0, \quad \forall k \neq 0.
\]

The following is a necessary and sufficient condition for the perfect reconstruction property of a general one-level discrete framelet transform:

**Theorem 2.1.** Let \( \tilde{u}_0, \ldots, \tilde{u}_s, \overline{u}_0, \ldots, \overline{u}_s \in l_0(\mathbb{Z}^d) \). Then the following statements are equivalent:

(i) \( \{\tilde{u}_0, \ldots, \tilde{u}_s\}, \{\overline{u}_0, \ldots, \overline{u}_s\} \) has perfect reconstruction property, that is, for all \( v \in l(\mathbb{Z}^d) \),

\[
v = \mathcal{V} \mathcal{W}v = d_0^{-1} \sum_{\ell=0}^s S_{u_\ell,M}T_{\tilde{u}_\ell,M}v,
\]

where \( \mathcal{W} \) and \( \mathcal{V} \) are defined in (2.7) and (2.8), respectively.

(ii) The identity in (2.10) holds for all \( v \in l_0(\mathbb{Z}^d) \).

(iii) The identity in (2.10) holds for \( d_0^{-1/2} \) particular sequences \( v = \delta(\cdot - \gamma), \gamma \in \Gamma_M \).

(iv) The following perfect reconstruction condition holds: for all \( \omega \in \Omega_M \) and \( \xi \in \mathbb{R}^d \),

\[
\hat{u}_0(\xi)\hat{u}_0(\xi + 2\pi \omega) + \hat{u}_1(\xi)\hat{u}_1(\xi + 2\pi \omega) + \ldots + \hat{u}_s(\xi)\hat{u}_s(\xi + 2\pi \omega) = \delta(\omega).
\]

**Proof.** (i) \(\implies\) (ii) \(\implies\) (iii) is trivial by \( l_0(\mathbb{Z}^d) \subseteq l(\mathbb{Z}^d) \). By (2.5), we have

\[
d_0^{-1}[S_{u_\ell,M}T_{\tilde{u}_\ell,M}v](\xi) = \overline{t_{\tilde{u}_\ell,Mv}}(M^T\xi)\hat{u}_\ell(\xi) = \sum_{\omega \in \Omega_M} \hat{v}(\xi + 2\pi \omega)\hat{u}_\ell(\xi + 2\pi \omega)\hat{u}_\ell(\xi).
\]

Therefore, (2.10) holds if and only if

\[
\hat{v}(\xi) = \sum_{\omega \in \Omega_M} \hat{v}(\xi + 2\pi \omega)\sum_{\ell=0}^s \hat{u}_\ell(\xi + 2\pi \omega)\hat{u}_\ell(\xi).
\]

(2.13)

Plugging \( v = \delta(\cdot - \gamma) \) into (2.13) and noting \( \delta(\cdot - \gamma)(\xi) = e^{-i\gamma \xi} \), we see that (2.13) becomes

\[
1 = \sum_{\omega \in \Omega_M} e^{i\gamma \cdot 2\pi \omega} \sum_{\ell=0}^s \hat{u}_\ell(\xi + 2\pi \omega)\hat{u}_\ell(\xi).
\]
Since $d_M^{-1/2}(e^{i\pi \omega})_{\gamma \in \Gamma_M, \omega \in B_M}$ is a unitary matrix, we deduce that (2.11) must hold. Therefore, (iii) $\Rightarrow$ (iv). If (2.11) is satisfied, then (2.13) holds trivially for all $v \in l_0(\mathbb{Z}^d)$. Hence, (iv) $\Rightarrow$ (ii).

To complete the proof, we show that (ii) $\Rightarrow$ (i). Note that all filters $u_0, \ldots, u_s, \tilde{u}_0, \ldots, \tilde{u}_s$ are supported inside a ball $B_r(0)$ with center $0$ and radius $r$. Let $v \in l(\mathbb{Z}^d)$ and $n \in \mathbb{Z}^d$. We shall deduce from (ii) that

$$d_M^{-1} \sum_{\ell=0}^s |\mathcal{S}_{u_{\ell}, M} T_{u_{\ell}, M} v[n] = v(n).$$

(2.14)

Define $K_n := M^{-1}(n - B_r(0))$. Define a finitely supported sequence $v_n \in l_0(\mathbb{Z}^d)$ by $v_n(k) := v(k)$ for all $k \in \mathbb{Z}^d \cap (B_r(0) + MK_n)$, and $v_n(k) = 0$ otherwise. Clearly, $v_n \in l_0(\mathbb{Z}^d)$ and $v_n(n) = v(n)$ since $n \in \mathbb{Z}^d \cap (B_r(0) + MK_n)$. For all $k \in \mathbb{Z}^d \cap K_n$, since all filters are supported inside $B_r(0)$,

$$[T_{u_{\ell}, M} v](k) = d_M \sum_{j \in \mathbb{Z}^d} v(j) \tilde{u}_\ell(j - Mk) = d_M \sum_{j \in \mathbb{Z}^d \cap (B_r(0) + MK_n)} v_n(j) \tilde{u}_\ell(j - Mk) = [T_{u_{\ell}, M} v_n](k).$$

Therefore, we deduce that

$$d_M^{-1} \sum_{\ell=0}^s |\mathcal{S}_{u_{\ell}, M} T_{u_{\ell}, M} v_n[n] = d_M^{-1} \sum_{\ell=0}^s |\mathcal{S}_{u_{\ell}, M} T_{u_{\ell}, M} v[n] = v_n(n) = v(n),$$

where we used (ii) and the fact that $v_n(n) = v(n)$. Hence, (ii) $\Rightarrow$ (i). \qed

The condition in (2.11) can be equivalently rewritten as the following matrix form:

$$\left[ \begin{array}{c} \tilde{u}_0(\xi + 2\pi \omega_1) \\ \vdots \\ \tilde{u}_0(\xi + 2\pi \omega_d) \end{array} \right] \cdots \left[ \begin{array}{c} \tilde{u}_s(\xi + 2\pi \omega_1) \\ \vdots \\ \tilde{u}_s(\xi + 2\pi \omega_d) \end{array} \right] = Id_M,$$

which is a dual M-framelet filter bank. It follows trivially from the perfect reconstruction condition in (2.15) that $\{\{u_0, \ldots, u_s\}, \{u_0, \ldots, u_s\}\}$ is a dual M-framelet filter bank if and only if $\{\{u_0, \ldots, u_s\}, \{\tilde{u}_0, \ldots, \tilde{u}_s\}\}$ is a dual M-framelet filter bank. In other words, $\mathcal{V} \mathcal{W} = Id_{l(\mathbb{Z}^d)}$ if and only if $\mathcal{W} \mathcal{V} = Id_{l(\mathbb{Z}^d)}$. Therefore, a dual M-framelet filter bank with $s = d_M - 1$ is called a biorthogonal M-wavelet filter bank, which is the following result, is a nonredundant filter bank.

**Proposition 2.2.** Let $\{\{u_0, \ldots, u_s\}, \{u_0, \ldots, u_s\}\}$ be a dual M-framelet filter bank. Let the framelet decomposition operator $\mathcal{W} : l(\mathbb{Z}^d) \rightarrow (l(\mathbb{Z}^d))^{1 \times (s+1)}$ and framelet reconstruction operator $\mathcal{V} : (l(\mathbb{Z}^d))^{1 \times (s+1)} \rightarrow l(\mathbb{Z}^d)$ be defined in (2.7) and (2.8). Then the following statements are equivalent:

(i) $\mathcal{W}$ is onto, or $\mathcal{V}$ is one-to-one.
(ii) $\mathcal{V} \mathcal{W} = Id_{l(\mathbb{Z}^d)}$ and $\mathcal{W} \mathcal{V} = Id_{l((\mathbb{Z}^d))^{1 \times (s+1)}}$, that is, $\mathcal{V}^{-1} = \mathcal{W}$ and $\mathcal{W}^{-1} = \mathcal{V}$.
(iii) $s = d_M - 1$, where $d_M := |\det(M)|$.

The same conclusion holds if $l(\mathbb{Z}^d)$ is replaced by $l_2(\mathbb{Z}^d)$ or $l_0(\mathbb{Z}^d)$.

**Proof.** (ii) $\Rightarrow$ (i) is trivial. Note that $\mathcal{V} \mathcal{W} = Id_{l(\mathbb{Z}^d)}$ follows directly from the perfect reconstruction property. Using $\mathcal{V} \mathcal{W} \mathcal{W} = \mathcal{W}$, if $\mathcal{W}$ is onto, then $\mathcal{W}l(\mathbb{Z}^d) = l(\mathbb{Z}^d)$ and we must have $\mathcal{W} \mathcal{V} = Id_{l((\mathbb{Z}^d))^{1 \times (s+1)}}$. By $\mathcal{V} \mathcal{W} = Id_{l(\mathbb{Z}^d)}$, we have $\mathcal{V} \mathcal{W} = \mathcal{V}$ and therefore, $\mathcal{V} \mathcal{W} - Id_{l((\mathbb{Z}^d))^{1 \times (s+1)}} = 0$. If $\mathcal{V}$ is one-to-one, we must have $\mathcal{W} \mathcal{V} = Id_{l((\mathbb{Z}^d))^{1 \times (s+1)}}$. Hence, (i) $\Rightarrow$ (ii).
Combining (2.17) with (2.15), we conclude that we must have
\[ s \]
the following simple relation, which is well known in the literature (e.g., see [5]), between the subdivision \( S \) operator and the transition operator \( T_{a,M} \):
\[ \text{By (2.5), we have} \]
\[ \text{Proof.} \]
Rewriting the above identities into matrix form, we see that
\[ \text{Taking the Fourier series on both sides of (2.16), we see that (2.16) is equivalent to} \]
\[ \text{where we used (2.5) in the last identity. Hence, (2.18) holds.} \]

B. Han Properties of Discrete Framelet Transforms

In the following, we explain the role played by the factor \( s \). Conversely, if \( l \) is replaced by \( l + 1 \), we must have \( s + 1 = d_M \). Therefore, (ii) \( \Rightarrow \) (iii).

Combining (2.17) with (2.15), we conclude that we must have \( s + 1 = d_M \). Therefore, (ii) \( \Rightarrow \) (iii).

Consequently, under a biorthogonal wavelet filter bank, any input signal \( v \in l_2(\mathbb{Z}^d) \) has a nonredundant representation \( v = \mathbb{V}w \) with the unique choice \( w = \mathbb{W}v \); while under a dual framelet filter bank with \( s \geq d_M \), an input signal \( v \) can be represented as \( v = \mathbb{W}v \) from infinitely many \( w \in (l(\mathbb{Z}^d))^{1 \times (s+1)} \) of the framelet coefficients.

In the following, we explain the role played by the factor \( d_M^{-1/2} \) in (2.7) and (2.8). To do so, we need the following simple relation, which is well known in the literature (e.g., see [5]), between the subdivision operator \( S_{a,M} \) and the transition operator \( T_{a,M} \) acting on the space \( l_2(\mathbb{Z}^d) \).

**Lemma 2.3.** Let \( u \in l_0(\mathbb{Z}^d) \) be a finitely supported filter on \( \mathbb{Z}^d \). Then \( S_{a,M} : l_2(\mathbb{Z}^d) \to l_2(\mathbb{Z}^d) \) is the adjoint operator of \( T_{a,M} : l_2(\mathbb{Z}^d) \to l_2(\mathbb{Z}^d) \); that is, \( T_{a,M}^* = S_{a,M} \) satisfying
\[ \langle S_{a,M}v, w \rangle = \langle T_{a,M}^* v, w \rangle := \langle v, T_{a,M}w \rangle, \quad \forall \ v, w \in l_2(\mathbb{Z}^d). \]  

**Proof.** By (2.5), we have \( S_{a,M}^\nu(\xi) = d_M T_{a,M}^\nu(\xi) = d_M T_{a,M}^\nu(\xi) \) and hence
\[ \langle S_{a,M}v, w \rangle = \frac{d_M}{(2\pi)^d} \int_{-\pi}^{\pi} T_{a,M}^\nu(\xi) \overline{\xi} \overline{w}(\xi) d\xi \]
\[ = \frac{1}{(2\pi)^d} \int_{-\pi}^{\pi} \xi \overline{w}(\xi) d\xi, \]
where we used (2.5) in the last identity. Hence, (2.18) holds. \( \square \)
Note that the space \((l_2(\mathbb{Z}^d))^{1 \times (s+1)}\) is equipped with the following inner product:
\[
\langle (w_0, \ldots, w_s), (\tilde{w}_0, \ldots, \tilde{w}_s) \rangle := \langle w_0, \tilde{w}_0 \rangle + \cdots + \langle w_s, \tilde{w}_s \rangle, \quad w_0, \ldots, w_s, \tilde{w}_0, \ldots, \tilde{w}_s \in l_2(\mathbb{Z}^d)
\]
and \(\| (w_0, \ldots, w_s) \|^2_{(l_2(\mathbb{Z}^d))^{1 \times (s+1)}} := \| w_0 \|^2_{l_2(\mathbb{Z}^d)} + \cdots + \| w_s \|^2_{l_2(\mathbb{Z}^d)}\). Recall that
\[
T : l_2(\mathbb{Z}^d) \to (l_2(\mathbb{Z}^d))^{1 \times (s+1)} \quad \text{with} \quad T u := \sum_{\ell=0}^s S_{u,\ell} w_\ell,
\]
for \(w_0, \ldots, w_s \in l_2(\mathbb{Z}^d)\). The adjoint operators of \(T\) and \(\mathcal{V}\) are defined to be
\[
T^* : (l_2(\mathbb{Z}^d))^{1 \times (s+1)} \to l_2(\mathbb{Z}^d) \quad \text{through} \quad \langle v, T^* w \rangle := \langle v, w \rangle
\]
for all \(v \in (l_2(\mathbb{Z}^d))^{1 \times (s+1)}\) and \(w \in l_2(\mathbb{Z}^d)\). By Lemma 2.3, we have \(T^* = \mathcal{V}\) and \(\mathcal{V}^* = T\).

The role played by the factor \(d_M^{-1/2}\) in (2.7) and (2.8) is explained by the following result:

**Theorem 2.4.** Let \(u_0, \ldots, u_s \in l_0(\mathbb{Z}^d)\) be finitely supported sequences on \(\mathbb{Z}^d\). Let \(W : l_2(\mathbb{Z}^d) \to (l_2(\mathbb{Z}^d))^{1 \times (s+1)}\) be defined in (2.19). Then the following statements are equivalent:

(i) \(\|Wv\|^2_{(l_2(\mathbb{Z}^d))^{1 \times (s+1)}} = \|v\|^2_{l_2(\mathbb{Z}^d)}\) for all \(v \in l_2(\mathbb{Z}^d)\), that is,
\[
\|T_{0,\ell} v\|^2_{l_2(\mathbb{Z}^d)} + \cdots + \|T_{s,\ell} v\|^2_{l_2(\mathbb{Z}^d)} = d_M \|v\|^2_{l_2(\mathbb{Z}^d)}, \quad \forall v \in l_2(\mathbb{Z}^d).
\]

(ii) \(\langle Wv, \bar{W} \rangle = \langle v, \bar{v} \rangle\) for all \(v, \bar{v} \in l_2(\mathbb{Z}^d)\).

(iii) \(W^* W = \text{Id}_{l_2(\mathbb{Z}^d)}\), that is, \(W^* W v = v\) for all \(v \in l_2(\mathbb{Z}^d)\).

(iv) \(\{u_0, \ldots, u_s\}\) is a dual M-framelet filter bank.

**Proof.** Obviously, (ii) \(\Rightarrow\) (i). Note that (i) implies \((W^* W)v = \langle Wv, \bar{W} v \rangle = \langle v, v \rangle\). Using the well-known polarization identity, it is straightforward to see that \(\langle Wv, \bar{W} \rangle = \langle W^* W v, \bar{v} \rangle = \langle v, \bar{v} \rangle\). Hence, (i) \(\Rightarrow\) (ii). The equivalence between (ii) and (iii) is trivial. Note that \(W^* = \mathcal{V}\). The equivalence between (iii) and (iv) follows directly from Theorem 2.1. \(\square\)

A filter bank \(\{u_0, \ldots, u_s\}\) is called a tight M-framelet filter bank if \(\{u_0, \ldots, u_s\}\) is a dual M-framelet filter bank. In particular, a tight M-framelet filter bank with \(s = d_M - 1\) is called an orthogonal M-wavelet filter bank. By item (i) of Theorem 2.4, the energy is preserved after a tight framelet decomposition: \(\sum_{\ell=0}^s \| w_\ell \|^2_{l_2(\mathbb{Z}^d)} = \| Wv \|^2_{l_2(\mathbb{Z}^d)} = \| v \|^2_{l_2(\mathbb{Z}^d)}\) for all \(v \in l_2(\mathbb{Z}^d)\), where \((w_0, \ldots, w_s) := Wv\) is the sequence of framelet coefficients. Let \(\{u_0, \ldots, u_s\}\) be an orthogonal M-wavelet filter bank. Define \(W\) as in (2.19) and \(\mathcal{V}\) as in (2.20). By Proposition 2.2 and Theorem 2.4, we see that \(W = W^*\) is an invertible orthogonal mapping satisfying \(\langle Wv, \bar{W} \rangle = \langle v, \bar{v} \rangle\) for all \(v, \bar{v} \in l_2(\mathbb{Z}^d)\) and \(W = W^*\) is an invertible orthogonal mapping such that for all \(w_0, \ldots, w_s, \tilde{w}_0, \ldots, \tilde{w}_s \in l_2(\mathbb{Z}^d)\), \(\langle \mathcal{V}(w_0, \ldots, w_s), \bar{\mathcal{V}(\tilde{w}_0, \ldots, \tilde{w}_s)} \rangle = \langle (w_0, \ldots, w_s), (\bar{\tilde{w}_0}, \ldots, \bar{\tilde{w}_s}) \rangle\).

### 3. Sparsity of Discrete Framelet Transforms

One key feature of wavelets in the function space \(L_2(\mathbb{R}^d)\) is the sparse representation for smooth or piecewise smooth functions \([2,8,35,36]\). Since we deal with the discrete setting, the sparsity of a discrete framelet transform, which we shall discuss in this section, refers to the sparsity of framelet coefficients for smooth discrete signals. We shall mention in Section 6 some connections between sparsity of a discrete
framelet transform and the sparse representation of a framelet/wavelet in the function space $L_2(\mathbb{R}^d)$. In applications, it is desirable to have as many as possible negligible framelet coefficients for smooth signals. In this section, we study several basic key mathematical properties that are closely related to sparsity of a discrete framelet transform in the discrete setting, in particular, properties such as vanishing moments, sum rules, and polynomial reproduction. This section is mainly surveyed from the papers [24, 25] as well as [16, 19]. For the convenience of the reader, we shall provide self-contained proofs for results stated in this section.

For an integer $j = 1, \ldots, d$, by $\partial_j$ we denote the partial derivative with respect to the $j$th coordinate of $\mathbb{R}^d$. Define $\mathbb{N}_0 := \mathbb{N} \cup \{0\}$. For $\mu = (\mu_1, \ldots, \mu_d)^T \in \mathbb{N}_0^d$ and $x = (x_1, \ldots, x_d)^T \in \mathbb{R}^d$, we define $|\mu| := |\mu_1| + \cdots + |\mu_d|$, $\mu! := \mu_1! \cdots \mu_d!$, $x^\mu := x_1^{\mu_1} \cdots x_d^{\mu_d}$, and $\partial^\mu := \partial_1^{\mu_1} \cdots \partial_d^{\mu_d}$. Moreover, we write $\partial := (\partial_1, \ldots, \partial_d)^T$, the gradient differentiation operator.

Smooth signals are modeled by polynomials of various degrees. Let $p: \mathbb{R}^d \to \mathbb{C}$ be a $d$-variate polynomial, that is, $p(x) = \sum_{\mu \in \mathbb{N}_0^d, |\mu| \leq n} p_\mu x^\mu$ for some $n \in \mathbb{N}_0$ and if $\sum_{|\mu| = n} |p_\mu| \neq 0$, $\deg(p) := n$ is called the (total) degree of the polynomial $p$. Sampling a polynomial $p$ on the integer lattice $\mathbb{Z}^d$, we have a polynomial sequence $p|_{\mathbb{Z}^d} : \mathbb{Z}^d \to \mathbb{C}$ which is given by $[p|_{\mathbb{Z}^d}](k) = p(k), \forall k \in \mathbb{Z}^d$. If a sequence $\nu = \{\nu(k)\}_{k \in \mathbb{Z}^d}$ is a polynomial sequence, then a polynomial $p$, satisfying $\nu(k) = p(k)$ for all $k \in \mathbb{Z}^d$, is uniquely determined. For simplicity of presentation, we shall use $p$ to denote both a polynomial function $p$ on $\mathbb{R}^d$ and its induced polynomial sequence $p|_{\mathbb{Z}^d}$ on $\mathbb{Z}^d$.

For a nonnegative integer $m \in \mathbb{N}_0$, $\Pi_m$ denotes the space of all polynomials of (total) degree no more than $m$. In particular, $\Pi := \bigcup_{m=0}^{\infty} \Pi_m$ denotes the space of all polynomials on $\mathbb{R}^d$. For a polynomial $p(x) = \sum_{\mu \in \mathbb{N}_0^d} p_\mu x^\mu$ and a smooth function $f(\xi)$, we use the following polynomial differentiation operator in this section:

$$p(x - i\partial)f(\xi) := \sum_{\mu \in \mathbb{N}_0^d} p_\mu (x - i\partial)^\mu f(\xi), \quad (3.1)$$

where in case of confusion $\partial$ is always with respect to $\xi$ in this paper. Using the Taylor expansion of $p(y + z)$ at the point $y$, we have $p(y + z) = \sum_{\mu \in \mathbb{N}_0^d} (\partial^\mu p)(y) \frac{z^\mu}{\mu!}$. Consequently, we have

$$p(x - i\partial)f(\xi) = \sum_{\mu \in \mathbb{N}_0^d} \frac{(-i)^{|\mu|}}{\mu!} (\partial^\mu p)(x) (\partial^\mu f)(\xi) = \sum_{\mu \in \mathbb{N}_0^d} \frac{x^\mu}{\mu!} \{ (\partial^\mu p)(-i\partial) f(\xi) \}. \quad (3.2)$$

Using Leibniz differentiation formula and (3.2), one can also verify the following generalized product rule for differentiation:

$$p(x - i\partial)(g(\xi)f(\xi)) = \sum_{\mu \in \mathbb{N}_0^d} \frac{(-i)^{|\mu|}}{\mu!} (\partial^\mu g)(\xi) \{ (\partial^\mu p)(x - i\partial) f(\xi) \}. \quad (3.3)$$

It follows directly from (3.2) and (3.3) that

$$[p(-i\partial)(e^{ix \xi}f(\xi))]_{\xi=0} = [p(x - i\partial)f(\xi)]_{\xi=0}. \quad (3.4)$$

For $u \in l_0(\mathbb{Z}^d)$ and $v \in l(\mathbb{Z}^d)$, the convolution $u * v$ satisfying the relation $\hat{u} \ast \hat{v}(\xi) = \hat{u}(\xi)\hat{v}(\xi)$ is defined to be

$$[u * v](n) := \sum_{k \in \mathbb{Z}^d} u(k)v(n - k), \quad n \in \mathbb{Z}^d \quad (3.5)$$

and an associated sequence $v^*$ satisfying the relation $\hat{v}^*(\xi) = \overline{\hat{v}(\xi)}$ by

$$v^*(k) := \overline{v(-k)}, \quad k \in \mathbb{Z}^d. \quad (3.6)$$

To study basic properties of a discrete framelet transform, it is of importance to investigate how the subdivision operator and the transition operator act on polynomial spaces. Since the subdivision and transition operators can be expressed via the convolution operation, in the following we first study the convolution operation acting on polynomial spaces.
Lemma 3.1. ([25, Proposition 2.1] and [24, (4.7)]) Let \( u = \{u(k)\}_{k \in \mathbb{Z}^d} \in l_0(\mathbb{Z}^d) \). Then for any \( d \)-variate polynomial \( p \in \Pi \), \( p \ast u \) is a polynomial sequence with \( \deg(p \ast u) \leq \deg(p) \) and

\[
[p \ast u](x) := \sum_{k \in \mathbb{Z}^d} p(x-k)u(k) = \sum_{\mu \in \mathbb{N}_0^d} (-i)^{|\mu|} \frac{\partial^\mu p(x) \partial^\mu \hat{u}(0)}{\mu!} = [p(x-i\partial)\hat{u}(\xi)]|_{\xi=0}. \tag{3.7}
\]

Moreover, \( \partial^\mu [p \ast u] = \partial^\mu p \ast u \) for all \( \mu \in \mathbb{N}_0^d \) and \( p(\cdot - y) \ast u = [p \ast u](\cdot - y) \) for all \( y \in \mathbb{R}^d \).

Proof. Using the Taylor expansion, we have \( p(x-k) = \sum_{\mu \in \mathbb{N}_0^d} \partial^\mu p(x) \frac{(-k)^\mu}{\mu!} \). Hence, we deduce

\[
[p \ast u](x) = \sum_{k \in \mathbb{Z}^d} p(x-k)u(k) = \sum_{k \in \mathbb{Z}^d} \sum_{\mu \in \mathbb{N}_0^d} \partial^\mu p(x)u(k)(-k)^\mu = \sum_{\mu \in \mathbb{N}_0^d} \partial^\mu p(x) \sum_{k \in \mathbb{Z}^d} u(k)(-k)^\mu.
\]

By \( \hat{u}(\xi) = \sum_{k \in \mathbb{Z}^d} u(k)e^{-ik\cdot\xi} \), we observe that \( \partial^\mu \hat{u}(0) = i^{\mu_1} \sum_{k \in \mathbb{Z}^d} u(k)(-k)^\mu \). Hence, \( [p \ast u](x) = \sum_{\mu \in \mathbb{N}_0^d} (-i)^{|\mu|} \partial^\mu p(x) \partial^\mu \hat{u}(0) \), from which and (3.2) we see that all the claims hold. \( \square \)

For an integer \( m \in \mathbb{N}_0 \) and smooth functions \( f, g \), we use the following big \( O \) notation

\[
f(\xi) = g(\xi) + O(||\xi - \xi_0||^m), \quad \xi \to \xi_0 \tag{3.8}
\]

to mean the following relation:

\[
\partial^\mu f(\xi_0) = \partial^\mu g(\xi_0), \quad \forall \mu \in \mathbb{N}_0^d \text{ satisfying } |\mu| < m. \tag{3.9}
\]

For a polynomial \( p \in \Pi_{m-1} \) of degree less than \( m \), by (3.7), it is evident that the polynomial \( p \ast u \) depends only on the values \( \partial^\mu \hat{u}(0) \) of \( \hat{u} \) at the origin for \( \mu \in \mathbb{N}_0^d \) with \( |\mu| < m \). In other words, if \( u, v \in l_0(\mathbb{Z}^d) \) satisfy \( \hat{u}(\xi) = \hat{v}(\xi) + O(||\xi||^m) \) as \( \xi \to 0 \), then \( p \ast u = p \ast v \) for all \( p \in \Pi_{m-1} \).

Now we study the action of the transition operator on polynomial spaces.

Theorem 3.2. ([25, Proposition 3.1] and [24, Proposition 4.2]) Let \( u \in l_0(\mathbb{Z}^d) \) and \( M \) be a \( d \times d \) invertible integer matrix. For any given polynomial \( p \in \Pi \),

\[
T_{u, Mp} = d_M[p \ast u^*](M) = p(M) \ast u_p = \sum_{\mu \in \mathbb{N}_0^d} \frac{d_M(-i)^{|\mu|}}{\mu!} (\partial^\mu p)(M) \partial^\mu \hat{u}(0), \tag{3.10}
\]

where \( u_p \) is any finitely supported sequence on \( \mathbb{Z}^d \) such that

\[
\hat{u}_p(\xi) = d_M\overline{u}((M^\top)^{-1}\xi) + O(||\xi||^{\text{deg}(p)+1}), \quad \xi \to 0. \tag{3.11}
\]

In particular, for any positive integer \( m \in \mathbb{N} \), the following statements are equivalent:

1. \( T_{u, Mp} = 0 \) for all polynomial sequences \( p \in \Pi_{m-1} \).
2. \( T_{u, Mq} = 0 \) for all polynomial sequences \( q = (-)^{|\mu|} \) with \( \mu \in \mathbb{N}_0^d \) and \( |\mu| = m - 1 \).
3. \( \hat{u}(\xi) = O(||\xi||^m) \) as \( \xi \to 0 \), that is, \( \partial^\mu \hat{u}(0) = 0 \) for all \( \mu \in \mathbb{N}_0^d \) with \( |\mu| < m \).

Proof. Since \( T_{u, Mp} = d_M[p \ast u^*](M) = d_M \sum_{k \in \mathbb{Z}^d} p(M(-k^{-1})u(-k)) \), by Lemma 3.1 and \( p(M(-k^{-1})u(-k)) = \sum_{\mu \in \mathbb{N}_0^d} \partial^\mu(p(M)) \frac{\overline{\hat{u}_p}(0)}{\mu!} \), we see that \( T_{u, Mp} \) is a polynomial sequence and

\[
d_M[p \ast u^*](M) = \sum_{\mu \in \mathbb{N}_0^d} \partial^\mu(p(M)) \frac{d_M(-i)^{|\mu|}}{\mu!} \sum_{k \in \mathbb{Z}^d} u(-k)(-M^{-1}k)^\mu = \sum_{\mu \in \mathbb{N}_0^d} \frac{(-i)^{|\mu|}}{\mu!} \partial^\mu(p(M)) \partial^\mu \hat{u}_p(0),
\]

where we used \( \partial^\mu \hat{u}_p(0) = d_M(-i)^{|\mu|} \sum_{k \in \mathbb{Z}^d} u(k)(-M^{-1}k)^\mu \). Now the identities in (3.10) follow directly from (3.7). The equivalence among items (1)–(3) is a direct consequence of (3.10). \( \square \)
We say that a filter \( u \) has \textit{order \( m \) vanishing moments} if items (1)–(3) in Theorem 3.2 hold. If \( u \) has order \( m \) but not \( m + 1 \) vanishing moments, we define \( \text{vm}(u) := m \) and say that \( u \) has the vanishing moments of order \( m \). Vanishing moments are important for sparse framelet expansions, since most framelet coefficients are identically zero for any polynomial to certain degree.

We define the \textit{coset sequence} \( u^{(\gamma)} \) (or \( u^{(\gamma,M)} \)) of \( u = \{u(k)\}_{k \in \mathbb{Z}^d} \) at the coset \( \gamma + M\mathbb{Z}^d \) by

\[
\overline{u^{(\gamma)}}(\xi) := \sum_{k \in \mathbb{Z}^d} u(\gamma + Mk) e^{-ik \cdot \xi}, \quad \text{that is,} \quad u^{(\gamma)} = \{u(\gamma + Mk)\}_{k \in \mathbb{Z}^d}.
\]

(3.12)

Now we proceed to investigate the subdivision operator acting on polynomial spaces. In contrast to the case of the transition operator, \( S_{u,Mp} \) is not always a polynomial sequence for an input polynomial sequence \( p \). For example, for \( p = 1 \) and \( u = \delta \), we have \( |u^{(\gamma + Mk)}| = \delta(\gamma) d_M \) for all \( \gamma \in \Gamma_M \) and \( k \in \mathbb{Z}^d \). Hence, \( S_{u,M1} \) is not a polynomial sequence.

Before proceeding further, we need an auxiliary result which is implicitly given in [25].

\textbf{Lemma 3.3.} Let \( u = \{u(k)\}_{k \in \mathbb{Z}^d} \in l_0(\mathbb{Z}^d) \) and \( q \in \Pi \). Then the following are equivalent:

(i) \( (q* u^{(\gamma)})(-M^{-1}\gamma - k)u(\gamma + Mk) = \sum_{k \in \mathbb{Z}^d} q(-k)u(Mk) = (q* u^{(0)})(0) \) for all \( \gamma \in \Gamma_M \).

(ii) \( [q(-i\partial)(e^{-iM^{-1}\gamma \xi}u^{(\gamma)}(\xi))]_{\xi = 0} = [q(-i\partial)(u^{(0)}(\xi))]_{\xi = 0} \) for all \( \gamma \in \Gamma_M \).

(iii) \( [q(-iM^{-1}\partial)\tilde{u}(\xi)]_{\xi = 2\pi \omega} = 0 \) for all \( \omega \in \Omega_M \backslash \{0\} \).

\textbf{Proof.} The equivalence between (i) and (ii) is a direct consequence of the following identity

\[
[q(-i\partial)(e^{-iM^{-1}\gamma \xi}u^{(\gamma)}(\xi))]_{\xi = 0} = \sum_{k \in \mathbb{Z}^d} q(-M^{-1}\gamma - k)u(\gamma + Mk)
\]

for \( \gamma \in \mathbb{Z}^d \), where we used (3.4) and (3.7). Note that \( \tilde{u}(\xi) = \sum_{\gamma \in \Gamma_M} e^{-i\gamma \xi}u^{(\gamma)}(M^T \xi) \). Therefore, \( \tilde{u}((M^T)^{-1}\xi + 2\pi \omega) = \sum_{\gamma \in \Gamma_M} e^{-i\gamma \xi}e^{-i(M^{-1}\gamma \xi)\tilde{u}^{(\gamma)}(\xi)} \). Now we see that item (ii) is equivalent to \( [q(-i\partial)\tilde{u}((M^T)^{-1}\xi + 2\pi \omega)]_{\xi = 0} = 0 \) for all \( \omega \in \Omega_M \backslash \{0\} \), which is just item (iii). \( \Box \)

We have the necessary and sufficient condition for \( S_{u,Mp} \) to be a polynomial sequence.

\textbf{Theorem 3.4.} ([25, Lemma 3.2]) Let \( u = \{u(k)\}_{k \in \mathbb{Z}^d} \in l_0(\mathbb{Z}^d) \), \( M \) be a \( d \times d \) invertible integer matrix, and \( p \in \Pi \). Then the following statements are equivalent:

(1) \( S_{u,Mp} \) is a polynomial sequence, that is, \( S_{u,Mp} \in \Pi \).

(2) \( \sum_{k \in \mathbb{Z}^d} (\partial^\beta p)(-M^{-1}\gamma - k)u(\gamma + Mk) = \sum_{k \in \mathbb{Z}^d} (\partial^\beta p)(-k)u(Mk) \) for all \( \beta \in \mathbb{N}^d_0 \) and \( \gamma \in \Gamma_M \).

(3) \( [\partial^\beta p(-iM^{-1}\gamma \xi)u^{(\gamma)}(\xi)]_{\xi = 0} = [\partial^\beta p(-i\partial)(u^{(0)})(\xi)]_{\xi = 0} \) for all \( \beta \in \mathbb{N}^d_0 \) and \( \gamma \in \Gamma_M \).

Moreover, if any of the above items (1)–(5) holds, then \( \text{deg}(S_{u,Mp}) \leq \text{deg}(p) \) and

\[
S_{u,M}(\partial^\beta p) = [(\partial^\beta p)(M^{-1})] * u, \quad \beta \in \mathbb{N}^d_0,
\]

\[
S_{u,M}(p(-y)) = p(M^{-1} \cdot -y) * u = [S_{u,Mp}](\cdot - My), \quad y \in \mathbb{R}^d.
\]

(3.13)

(3.14)

\textbf{Proof.} By the definition of the subdivision operator \( S_{u,M} \) in (2.1), for \( j, \gamma \in \mathbb{Z}^d \),

\[
[S_{u,Mp}](\gamma + Mj) = d_M \sum_{m \in \mathbb{Z}^d} p(m)u(\gamma + Mj - Mm)
\]

\[
= d_M \sum_{k \in \mathbb{Z}^d} p(M^{-1}(\gamma + Mj - M^{-1}\gamma - k)u(\gamma + Mk).
\]
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Hence, \([S_{u,Mp}](-M^{-1} - k)\) is a polynomial sequence for every \(\gamma \in \mathbb{Z}^d\). Now it is easy to see that \(S_{u,Mp}\) is a polynomial sequence if and only if \(\sum_{k \in \mathbb{Z}^d} p(-M^{-1} - k)u(\gamma + Mk)\) is independent of \(\gamma\). Using Taylor expansion of \(p\), we have
\[
\sum_{k \in \mathbb{Z}^d} p(x - M^{-1} - k)u(\gamma + Mk) = \sum_{k \in \mathbb{Z}^d} \sum_{\mu \in \mathbb{N}^d} \frac{x^\mu}{\mu!} (\partial^\mu p)(-M^{-1} - k)u(\gamma + Mk) = \sum_{\mu \in \mathbb{N}^d} \frac{x^\mu}{\mu!} \sum_{k \in \mathbb{Z}^d} (\partial^\mu p)(-M^{-1} - k)u(\gamma + Mk).
\]
Hence, \(\sum_{k \in \mathbb{Z}^d} p(-M^{-1} - k)u(\gamma + Mk)\) is independent of \(\gamma\) if and only if all \(\sum_{k \in \mathbb{Z}^d} (\partial^\mu p)(-M^{-1} - k)u(\gamma + Mk)\) are independent of \(\gamma\), which are obviously equivalent to the conditions in item (2). Thus, we proved \((1) \iff (2)\). Moreover, when \(S_{u,Mp} \in \Pi\), the above argument also yields
\[
S_{u,Mp} = d_M \sum_{k \in \mathbb{Z}^d} p(-M^{-1} - k)u(\gamma + Mk) = \sum_{k \in \mathbb{Z}^d} p(-M^{-1} - k)u(k), \quad \forall \gamma \in \mathbb{Z}^d,
\]
from which we see that \((3.13)\) holds. The equivalence among \((2)\)--\((5)\) follows from Lemma 3.3. □

For subdivision operator acting on polynomial spaces, we now have the following result.

**Theorem 3.5.** ([25, Proposition 3.3] and [24, Proposition 4.3]) Let \(u = \{u(k)\}_{k \in \mathbb{Z}^d} \in l_0(\mathbb{Z}^d)\) and \(M\) be a \(d \times d\) invertible integer matrix. For any positive integer \(m \in \mathbb{N}\), the following are equivalent:

1. \(S_{u,M}I_{m-1} \subseteq \Pi\), or \(S_{u,M}I_{m-1} \subseteq I_{m-1}\).
2. \(S_{u,Mq} \in \Pi\) for all polynomials \(q = \gamma^\mu\) with \(\mu \in \mathbb{N}_0^d\) and \(|\mu| = m - 1\).
3. \(\partial^\mu \widehat{u}(2\pi \omega) = 0\) for all \(\mu \in \mathbb{N}_0^d\) with \(|\mu| < m\) and for all \(\omega \in \Omega_M\setminus\{0\}\); in other words,
\[
\widehat{u}(\xi + 2\pi \omega) = O(||\xi||^m), \quad \xi \to 0, \quad \forall \omega \in \Omega_M\setminus\{0\}.
\]
(3.15)

4. \(e^{-im^{-1}\gamma \xi}u(\gamma) = \widehat{u}(\xi) + O(||\xi||^m)\) as \(\xi \to 0\) for all \(\gamma \in I_M\), or its equivalent form:
\[
\sum_{k \in \mathbb{Z}^d} u(\gamma + Mk)(\gamma + Mk)^\mu = \sum_{k \in \mathbb{Z}^d} u(Mk)(Mk)^\mu, \quad \forall \mu \in \mathbb{N}_0^d, |\mu| < m.
\]
(3.16)

If \((3.15)\) holds, then for all \(p \in I_{m-1}\) and \(v \in l_0(\mathbb{Z}^d)\), \(S_{u,M}(p \ast v) = p(-M^{-1} \ast [S_{u,M}v])\).

**Proof.** \((1) \iff (2)\) is obvious. By Theorem 3.4, if \(S_{u,Mp} \in \Pi\), then \(S_{u,M}(\partial^\mu p) \in \Pi\) for all \(\mu \in \mathbb{N}_0^d\). The equivalence between \((1)\)--\((4)\) now follows from Theorem 3.4. □

We say that a filter \(u\) has order \(m\) sum rules if any of items \((1)\)--\((4)\) in Theorem 3.5 is satisfied. If \(u\) has order \(m\) but not \(m + 1\) sum rules, we define \(sr(u) := m\) and we say that \(u\) has the sum rules of order \(m\). The action of the subdivision operator on polynomial sequences has been initially (but implicitly) investigated in [16, Section 2] and [19, Section 2].

**4. Stability of Multilevel Discrete Framelet Transforms**

One of the key features of a discrete framelet transform is its ability to extract the multiscale structure embedded in signals. For this purpose, a multilevel discrete framelet transform is often used in applications by recursively performing one-level discrete framelet transforms on selected sequences of framelet coefficients at the immediate higher scale level. In this section, we recall a (standard) multilevel discrete framelet transform, introduce the notion of its stability in the sequence space \(l_2(\mathbb{Z}^d)\), and then study its stability and discrete affine systems in \(l_2(\mathbb{Z}^d)\).
4.1. Multilevel discrete framelet transforms

In the following, we describe a commonly used standard multilevel discrete framelet transform by recursively performing one-level discrete framelet transforms on only one selected sequence of framelet coefficients. Of course, one can select several or even all the sequences of framelet coefficients for further decomposition, but we have more or less the same algorithm. The framelet coefficients and their associated filters in such selected sequences for further decomposition are called parent (or low-pass) framelet coefficients and parent (or low-pass) filters or masks (since they are often low-pass filters), respectively. In this paper, we use a or its indexed version to denote a low-pass (or parent) filter and use \( v \) or its indexed version to denote low-pass (or parent) framelet coefficients. The framelet coefficients and their associated filters in other sequences, which are not selected for further decomposition, are called child (or high-pass) framelet coefficients and child (or high-pass) filters (since they are often high-pass filters), respectively. In this paper, we use \( b \) or its indexed version to denote a high-pass (or child) filter and use \( w \) or its indexed version to denote high-pass (or child) framelet coefficients.

Let \( \tilde{a} \) be a dual low-pass filter and \( \tilde{b}_1, \ldots, \tilde{b}_s \) be dual high-pass filters for decomposition. For a positive integer \( J \), a \( J \)-level discrete framelet decomposition is given by

\[
\begin{align*}
 v_{j-1} := & \quad d_{M}^{-1/2} \mathcal{T}_{a,M} v_{j}, & w_{j-1,\ell} := & \quad d_{M}^{-1/2} \mathcal{T}_{b_{\ell},M} v_{j}, \quad \ell = 1, \ldots, s, \quad j = J, \ldots, 1, \\
\end{align*}
\]

where \( v_{j} : \mathbb{Z}^d \to \mathbb{C} \) is an input signal. After a \( J \)-level discrete framelet decomposition, the original input signal \( v_{J} \) is decomposed into one sequence \( v_{0} \) of low-pass framelet coefficients and \( sJ \) sequences \( w_{j,\ell} \) of high-pass framelet coefficients for \( \ell = 1, \ldots, s \) and \( j = 0, \ldots, J-1 \). For various purposes, such framelet coefficients are often processed by thresholding or quantization.

Let \( a \) be a primal low-pass filter and \( b_1, \ldots, b_s \) be primal high-pass filters for reconstruction. Now a \( J \)-level discrete framelet reconstruction is

\[
\begin{align*}
 \hat{v}_{j} := & \quad d_{M}^{-1/2} \mathcal{S}_{a,M} \hat{v}_{j-1} + d_{M}^{-1/2} \sum_{\ell=1}^{s} \mathcal{S}_{b_{\ell},M} \hat{w}_{j-1,\ell}, \quad j = 1, \ldots, J. \\
\end{align*}
\]

For analysis of a multilevel discrete framelet transform, it is convenient to rewrite the \( J \)-level discrete framelet decomposition employing the filter bank \( \{ \tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s \} \) by using a \( J \)-level decomposition operator \( \mathcal{W}_J : l(\mathbb{Z}) \to (l(\mathbb{Z}))^{1 \times (sJ+1)} \) as follows:

\[
\mathcal{W}_J v_{J} := (w_{J-1,1}, \ldots, w_{J-1,s}, w_0, \ldots, w_{0,s}, v_0),
\]

where \( w_{j-1,\ell} \) and \( v_0 \) are defined in (4.1). Similarly, a \( J \)-level discrete reconstruction operator \( \mathcal{V}_J : (l(\mathbb{Z}))^{1 \times (sJ+1)} \to l(\mathbb{Z}) \) employing the filter bank \( \{ a; b_1, \ldots, b_s \} \) is defined by

\[
\mathcal{V}_J (\hat{w}_{J-1,1}, \ldots, \hat{w}_{J-1,s}, \ldots, \hat{w}_{0,1}, \ldots, \hat{w}_{0,s}, \hat{v}_0) = \hat{v}_J,
\]

where \( \hat{v}_J \) is computed via the recursive formulas in (4.2). Due to the recursive cascade structure of the operators \( \mathcal{W}_J \) and \( \mathcal{V}_J \) in (4.1) and (4.2), a multilevel discrete framelet transform is often called a fast framelet transform. A fast framelet transform with \( s = d_M - 1 \) is further called a fast wavelet transform. We shall denote a \( J \)-level discrete framelet decomposition operator employing the filter bank \( \{ a; b_1, \ldots, b_s \} \) by \( \mathcal{W}_J \) and a \( J \)-level discrete framelet reconstruction operator employing the filter bank \( \{ a; b_1, \ldots, b_s \} \) by \( \mathcal{V}_J \).

We say that a \( J \)-level discrete framelet transform has the perfect reconstruction property if \( \mathcal{V}_J \mathcal{W}_J v_{J} = v_{J} \), that is, the reconstructed signal \( \hat{v}_J \) is the same as the original input signal \( v_{J} \) if \( v_0 = \hat{v}_0 \) and \( \hat{w}_{j,\ell} = w_{j,\ell} \) for all \( \ell = 1, \ldots, s \) and \( j = 0, \ldots, J-1 \). For example, by Theorem 2.1, a \( J \)-level discrete framelet transform employing a filter bank \( \{ \tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s \}, \{ a; b_1, \ldots, b_s \} \) has the perfect reconstruction property if for all
\[ \xi \in \mathbb{R}^d, \]
\[
\begin{bmatrix}
\hat{a}(\xi + 2\pi \omega_1) & \hat{b}_1(\xi + 2\pi \omega_1) & \cdots & \hat{b}_s(\xi + 2\pi \omega_1) \\
\vdots & \vdots & \ddots & \vdots \\
\hat{a}(\xi + 2\pi \omega_{d_a}) & \hat{b}_1(\xi + 2\pi \omega_{d_a}) & \cdots & \hat{b}_s(\xi + 2\pi \omega_{d_a})
\end{bmatrix}
\]
\[
\begin{bmatrix}
\hat{a}(\xi + 2\pi \omega_1) & \hat{b}_1(\xi + 2\pi \omega_1) & \cdots & \hat{b}_s(\xi + 2\pi \omega_1) \\
\vdots & \vdots & \ddots & \vdots \\
\hat{a}(\xi + 2\pi \omega_{d_a}) & \hat{b}_1(\xi + 2\pi \omega_{d_a}) & \cdots & \hat{b}_s(\xi + 2\pi \omega_{d_a})
\end{bmatrix}^* = I_{d_a}. \tag{4.5}
\]

That is, \((\{\tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s\}, \{a; b_1, \ldots, b_s\})\) is a dual M-framelet filter bank. Note that \(W_J^* = V_J, \tilde{W}_J^* = \tilde{V}_J\).

Therefore, \(V_J W_J v = v\) for all \(v \in l(\mathbb{Z}^d)\) if and only if \(\tilde{V}_J \tilde{W}_J v = v\) for all \(v \in l(\mathbb{Z}^d)\).

4.2. Stability of multilevel discrete framelet transforms

Beyond the perfect reconstruction property and sparsity that we have discussed in Sections 2 and 3, another fundamental property is stability. We say that a filter bank \(\{a; b_1, \ldots, b_s\}\) has stability in \(l_2(\mathbb{Z}^d)\) if there exists positive constants \(C_1\) and \(C_2\) such that

\[
C_1 \|v\|_{l_2(\mathbb{Z}^d)} \leq \|W_J v\|_{l_2(\mathbb{Z}^d) \times (s^{J+1})} \leq C_2 \|v\|_{l_2(\mathbb{Z}^d)}, \quad \forall v \in l_2(\mathbb{Z}^d), J \in \mathbb{N}. \tag{4.6}
\]

A filter bank \(\{a; b_1, \ldots, b_s\}\) having stability in \(l_2(\mathbb{Z}^d)\) is also called a framelet filter bank (with stability) in \(l_2(\mathbb{Z}^d)\). By (4.6), the \(l_2\)-norm of framelet coefficients provides an equivalent norm for the sequence space \(l_2(\mathbb{Z}^d)\). We say that a multilevel discrete framelet transform employing a dual M-framelet filter bank \((\{\tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s\}, \{a; b_1, \ldots, b_s\})\) has stability in the space \(l_2(\mathbb{Z}^d)\), or simply a multilevel framelet filter bank \((\{\tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s\}, \{a; b_1, \ldots, b_s\})\) has stability in \(l_2(\mathbb{Z}^d)\), if both filter banks \(\{\tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s\}\) and \(\{a; b_1, \ldots, b_s\}\) have stability in the space \(l_2(\mathbb{Z}^d)\).

We now have the following result on the stability of a multilevel discrete framelet transform.

**Theorem 4.1.** Let \((\{\tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s\}, \{a; b_1, \ldots, b_s\})\) be a dual M-framelet filter bank. Let \(W_J, \tilde{W}_J\) be its associated \(J\)-level discrete framelet decomposition operators and \(V_J, \tilde{V}_J\) be its associated \(J\)-level discrete framelet reconstruction operators. Then the following statements are equivalent:

(i) The dual M-framelet filter bank \((\{\tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s\}, \{a; b_1, \ldots, b_s\})\) has stability in the space \(l_2(\mathbb{Z}^d)\), that is, there exist positive constants \(C_1\) and \(C_2\) such that (4.6) holds and

\[
C_2^{-1} \|v\|_{l_2(\mathbb{Z}^d)} \leq \|\tilde{W}_J v\|_{l_2(\mathbb{Z}^d) \times (s^{J+1})} \leq C_1 \|v\|_{l_2(\mathbb{Z}^d)}, \quad \forall v \in l_2(\mathbb{Z}^d), J \in \mathbb{N}. \tag{4.7}
\]

(ii) There exist positive constants \(C_1\) and \(C_2\) such that for all \(v \in l_2(\mathbb{Z}^d)\) and \(J \in \mathbb{N}\),

\[
\|W_J v\|_{l_2(\mathbb{Z}^d) \times (s^{J+1})} \leq C_2 \|v\|_{l_2(\mathbb{Z}^d)} \quad \text{and} \quad \|	ilde{W}_J v\|_{l_2(\mathbb{Z}^d) \times (s^{J+1})} \leq C_1^{-1} \|v\|_{l_2(\mathbb{Z}^d)}. \tag{4.8}
\]

(iii) There exist \(C_1 > 0\) and \(C_2 > 0\) such that for all \(w \in (l_2(\mathbb{Z}^d))^{1 \times (s^{J+1})}\) and for all \(J \in \mathbb{N}\),

\[
\|V_J w\|_{l_2(\mathbb{Z}^d)} \leq C_2 \|w\|_{(l_2(\mathbb{Z}^d))^{1 \times (s^{J+1})}} \quad \text{and} \quad \|	ilde{V}_J w\|_{l_2(\mathbb{Z}^d)} \leq C_1^{-1} \|w\|_{(l_2(\mathbb{Z}^d))^{1 \times (s^{J+1})}}. \tag{4.9}
\]

(iv) There exist \(C_1, C_2 > 0\) such that for all \(v \in l_2(\mathbb{Z}^d)\), \(w \in (l_2(\mathbb{Z}^d))^{1 \times (s^{J+1})}\), and for all \(J \in \mathbb{N}\),

\[
\|V_J w\|_{l_2(\mathbb{Z}^d)} \leq C_2 \|w\|_{(l_2(\mathbb{Z}^d))^{1 \times (s^{J+1})}} \quad \text{and} \quad \|	ilde{V}_J v\|_{l_2(\mathbb{Z}^d) \times (s^{J+1})} \leq C_1^{-1} \|v\|_{l_2(\mathbb{Z}^d)}. \tag{4.10}
\]

(v) There exist \(C_1, C_2 > 0\) such that for all \(v \in l_2(\mathbb{Z}^d)\), \(w \in (l_2(\mathbb{Z}^d))^{1 \times (s^{J+1})}\), and for all \(J \in \mathbb{N}\),

\[
\|W_J v\|_{l_2(\mathbb{Z}^d) \times (s^{J+1})} \leq C_2 \|v\|_{l_2(\mathbb{Z}^d)} \quad \text{and} \quad \|	ilde{W}_J w\|_{l_2(\mathbb{Z}^d)} \leq C_1^{-1} \|w\|_{(l_2(\mathbb{Z}^d))^{1 \times (s^{J+1})}}. \tag{4.11}
\]
If in addition \( s = d_M - 1 \), any of the above statements is equivalent to

(vi) There exist positive constants \( C_1 \) and \( C_2 \) such that for all \( w \in (l_2(\mathbb{Z}^d))^{1 \times (sJ+1)} \) and \( J \in \mathbb{N} \),

\[
C_1 \|w\|_{(l_2(\mathbb{Z}^d))^{1 \times (sJ+1)}} \leq \|\tilde{V}_J w\|_{l_2(\mathbb{Z}^d)} \leq C_2 \|w\|_{(l_2(\mathbb{Z}^d))^{1 \times (sJ+1)}} \tag{4.12}
\]

and

\[
C_2^{-1} \|w\|_{(l_2(\mathbb{Z}^d))^{1 \times (sJ+1)}} \leq \|\tilde{V}_J w\|_{l_2(\mathbb{Z}^d)} \leq C_1^{-1} \|w\|_{(l_2(\mathbb{Z}^d))^{1 \times (sJ+1)}}. \tag{4.13}
\]

Proof. (i) \( \Rightarrow \) (ii) is trivial. Note that \( V_J = W_J^* \) and \( \tilde{V}_J = \tilde{W}_J^* \). It follows from the well-known identities \( \|W_J\| = \|V_J\| \) and \( \|\tilde{W}_J\| = \|\tilde{V}_J\| \) that (ii) \( \iff \) (iii) \( \iff \) (iv) \( \iff \) (v), where \( \| \cdot \| \) here refers to the operator norm in the space \( l_2(\mathbb{Z}^d) \).

We now prove that (ii) and (iii) together imply (i). Since \( \{\{\tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s\}, \{a; b_1, \ldots, b_s\}\} \) is a dual \( M \)-framelet filter bank, we have the perfect reconstruction property \( \tilde{V}_J V_J v = \tilde{V}_J \tilde{V}_J v = v \) for all \( v \in l_2(\mathbb{Z}^d) \). By (4.8) and (4.9), we have

\[
\|v\|_{l_2(\mathbb{Z}^d)} = \|\tilde{V}_J W_J v\|_{l_2(\mathbb{Z}^d)} \leq C_1^{-1} \|W_J v\|_{(l_2(\mathbb{Z}^d))^{1 \times (sJ+1)}}
\]

from which and (4.8) we see that (4.6) holds. (4.7) can be proved similarly.

Since \( v = V_J W_J v \) for all \( v \in l_2(\mathbb{Z}^d) \), replacing \( \|v\|_{l_2(\mathbb{Z}^d)} \) in (4.7) by \( \|V_J W_J v\|_{l_2(\mathbb{Z}^d)} \), we deduce

\[
C_1 \|\tilde{V}_J v\|_{(l_2(\mathbb{Z}^d))^{1 \times (sJ+1)}} \leq \|V_J \tilde{V}_J v\|_{l_2(\mathbb{Z}^d)} \leq C_2 \|\tilde{V}_J v\|_{(l_2(\mathbb{Z}^d))^{1 \times (sJ+1)}} \tag{4.14}
\]

for all \( v \in l_2(\mathbb{Z}^d) \) and \( J \in \mathbb{N} \). If \( s = d_M - 1 \), then \( \tilde{W}_J \) is onto, and therefore, (4.12) follows directly from (4.14). (4.13) can be proved similarly. \( \square \)

For \( V_J \) and \( \tilde{V}_J \), generally we can only have (4.14) and its duality part by replacing \( \tilde{W}_J \) and \( V_J \) in (4.14) with \( W_J \) and \( \tilde{V}_J \), respectively. For \( s \geq d_M \), both (4.12) and (4.13) cannot hold, since by Proposition 2.2, there exists \( w \neq 0 \) in the space \( l_0(\mathbb{Z}^d) \) such that \( V_J w = 0 \). Obviously, (4.10) implies that a small change of an input data \( v \) induces a small change of all framelet coefficients, and a small perturbation of all framelet coefficients results in a small perturbation of a reconstructed signal. The notion of stability of a multilevel discrete framelet transform can be extended to other (weighted) sequence spaces and we shall address such issue elsewhere. Here we only provide some connections between stability of a multilevel discrete framelet transform and a refinable function.

**Proposition 4.2.** Let \( \{a; b_1, \ldots, b_s\} \) be a filter bank such that \( \tilde{a}(0) = 1 \) and there exists a positive constant \( C \) such that

\[
\|W_J v\|_{l_2(\mathbb{Z}^d)}^2 \leq C \|v\|_{l_2(\mathbb{Z}^d)}^2 \quad \forall v \in l_2(\mathbb{Z}^d), J \in \mathbb{N}. \tag{4.15}
\]

Let \( M \) be a \( d \times d \) expansive integer matrix, that is, all its eigenvalues are greater than one in modulus. Define a frequency-based refinable function \( \varphi \) by

\[
\varphi(\xi) := \prod_{j=1}^{\infty} \tilde{a}(M^T)^{-j} \xi, \quad \xi \in \mathbb{R}^d. \tag{4.16}
\]

Then \( \varphi \in L_2(\mathbb{R}^d) \) with \( \|\varphi\|_{L_2(\mathbb{R}^d)}^2 \leq (2\pi)^d C \).

Proof. Since \( V_J = W_J^* \), by (4.15), we have

\[
\|V_J w\|_{l_2(\mathbb{Z}^d)}^2 \leq C \|w\|_{l_2(\mathbb{Z}^d)}^2 \tag{4.17}
\]

\forall w \in (l_2(\mathbb{Z}^d))^{1 \times (sJ+1)}, J \in \mathbb{N}.
Take \( \mathbf{w}_0 = (0, \ldots, 0, \delta) \), that is, \( v_0 = \delta \) and all high-pass framelet coefficients vanish. Then \( \mathcal{V}_J \mathbf{w}_0 = d_M^{-J/2} S_{a,M}^{J} \delta \). Since the Fourier series of \( S_{a,M}^{J} \delta \) is \( d_M^{-J} \prod_{j=0}^{J-1} \hat{\varphi}((M^T)^j \xi) \), we have
\[
\| \mathcal{V}_J \mathbf{w}_0 \|_{L^2(\mathbb{Z}^d)}^2 = \| d_M^{-J/2} S_{a,M}^{J} \delta \|_{L^2(\mathbb{Z}^d)}^2 = d_M^{-J} \| S_{a,M}^{J} \delta \|_{L^2(\mathbb{Z}^d)}^2 = \frac{d_M^{-J} d_M^{J} \prod_{j=0}^{J-1} \| \hat{\varphi}((M^T)^j \xi) \|_{L^2(\mathbb{Z}^d)}^2 \| d_M^{-J} \prod_{j=0}^{J-1} \| 2 \pi d \xi \|
\]
\[
= \frac{1}{2 \pi d} \int_{\mathbb{R}^d} \chi((M^T)^j [-\pi, \pi)^d) \prod_{j=1}^{J} \| 2 \pi d \xi \|
\]
It now follows from \( \| \mathcal{V}_J \mathbf{w}_0 \|_{L^2(\mathbb{Z}^d)}^2 \leq C \| \mathbf{w}_0 \|_{L^2(\mathbb{Z}^d)}^2 = C \) that
\[
\frac{1}{2 \pi d} \int_{\mathbb{R}^d} \chi((M^T)^j [-\pi, \pi)^d) \prod_{j=1}^{J} \| 2 \pi d \xi \| \leq \liminf_{J \to \infty} \frac{1}{2 \pi d} \int_{\mathbb{R}^d} \chi((M^T)^j [-\pi, \pi)^d) \prod_{j=1}^{J} \| 2 \pi d \xi \| \leq C.
\]
Since \( M \) is expansive, we have \( \lim_{j \to \infty} \chi((M^T)^j [-\pi, \pi)^d) \prod_{j=1}^{J} \| 2 \pi d \xi \| = |\varphi(\xi)|^2 \) for all \( \xi \in \mathbb{R}^d \). Applying Fatou’s lemma, we have
\[
\frac{1}{2 \pi d} \int_{\mathbb{R}^d} |\varphi(\xi)|^2 d\xi \leq \liminf_{J \to \infty} \frac{1}{2 \pi d} \int_{\mathbb{R}^d} \chi((M^T)^j [-\pi, \pi)^d) \prod_{j=1}^{J} \| 2 \pi d \xi \| d\xi \leq C.
\]
Hence, \( \varphi \in L_2(\mathbb{R}^d) \) and \( \| \varphi \|_{L_2(\mathbb{R}^d)}^2 \leq (2 \pi)^d C. \)

### 4.3. Discrete affine systems for \( L_2(\mathbb{Z}^d) \)

In this section, we explain the role played by the dilation matrix \( M \) in a multilevel discrete framelet transform. Then we give the definition of discrete affine systems for \( L_2(\mathbb{Z}^d) \). In other words, we introduce the notion of discrete framelets and discrete wavelets for \( L_2(\mathbb{Z}^d) \) in this section.

To implement the subdivision and transition operators using the convolution operation, we need the upsampling and downsampling operators on sequences in \( l(\mathbb{Z}^d) \). The \textit{upsampling operator} \( \uparrow M : l(\mathbb{Z}^d) \to l(\mathbb{Z}^d) \) and the \textit{downsampling (or decimation) operator} \( \downarrow M : l(\mathbb{Z}^d) \to l(\mathbb{Z}^d) \) with a \( d \times d \) sampling matrix \( M \) are defined to be
\[
[v \uparrow M](n) := \begin{cases} v(M^{-1}n), & \text{if } n \in M\mathbb{Z}^d; \\ 0, & \text{otherwise} \end{cases} \quad \text{and} \quad [v \downarrow M](n) := v(Mn), \quad n \in \mathbb{Z}^d. \tag{4.18}
\]

It is convenient to use the notation \( v(M^{-1} \cdot) \) for \( v \uparrow M \) and \( v(M \cdot) \) for \( v \downarrow M \). Now the subdivision operator \( S_{u,M} \) in (2.1) and the transition operator \( T_{u,M} \) in (2.2) can be equivalently expressed as follows:
\[
S_{u,M} v = d_M u * (v \uparrow M) \quad \text{and} \quad T_{u,M} v = d_M (u^* \ast v) \downarrow M. \tag{4.19}
\]

According to (4.19), the subdivision and transition operators differ to the convolution operation only in the use of the upsampling and downsampling operators with the sampling matrix \( M \), which plays a crucial role in a multilevel discrete framelet transform to extract multiscale structure embedded in a signal. To understand this point well, instead of viewing the decomposition operator \( \mathcal{W}_J \) and the reconstruction operator \( \mathcal{V}_J \) in the recursive way as in (4.1) and (4.2), we consider \( w_{j \ell} \) as a direct consequence of a linear mapping acting on the input signal \( v \) (more precisely, \( v_J \)).

We have the following result on the recursive application of subdivision or transition operators.

\[ \text{Lemma 4.3. Let } M_1, M_2 \text{ be } d \times d \text{ invertible integer matrices and let } u_1, u_2 \in l_0(\mathbb{Z}^d). \text{ Then} \]
\[
S_{u_1,M_1} S_{u_2,M_2} v = S_{u_1 \ast (u_2 \uparrow M_1), M_1 M_2} v = |\det(M_1 M_2)| u_1 \ast (u_2 \uparrow M_1) \ast (v \uparrow M_1 M_2) \tag{4.20}
\]
\[ \text{and} \]
\[
T_{u_2,M_2} T_{u_1,M_1} v = T_{u_1 \ast (u_2 \uparrow M_1), M_1 M_2} v = |\det(M_1 M_2)| (u_1 \ast (u_2 \uparrow M_1) \ast v) \downarrow M_1 M_2. \tag{4.21}
\]
Therefore, (4.20) holds. By duality in (2.18) and by (4.20), we have
\[
\langle w, Tu_2,M_2Tu_1,M_1v \rangle = \langle S_{u_2,M_2}w, Tu_1,M_1v \rangle = \langle S_{u_1}w, Tu_2,M_2w, v \rangle = \langle w, Tu_1,w, v \rangle,
\]
from which we see that (4.21) holds.

From the definition of the sequence \( w_{j,\ell} \) of framelet coefficients in (4.1), we see that
\[
v_j = d_M^{-1/2}T_{a,M}v_{j+1} = \cdots = d_M^{-1/2}T_{a,M}^{j-1/2}v_{j} = d_M^{-1/2}T_{a,M}^{j-1/2}v_{j} = d_M^{-1/2}T_{a,M}^{j-1/2}v_{j}, \tag{4.22}
\]
and
\[
w_{j,\ell} = d_M^{-1/2}T_{b_{j,\ell}}v_{j+1} = d_M^{-1/2}T_{b_{j,\ell}}^{j-1/2}v_{j} = d_M^{-1/2}T_{b_{j,\ell}}^{j-1/2}v_{j} = d_M^{-1/2}T_{b_{j,\ell}}^{j-1/2}v_{j}, \tag{4.23}
\]
Therefore, framelet coefficients \( w_{j-1,\ell} \) are obtained by filtering a given signal \( v \) using the filters \( d_M^{(J-j)/2}a \ast (\tilde{a} \uparrow M) \ast \cdots \ast (\tilde{a} \uparrow M^{j-1}) \ast (\tilde{b}_J \uparrow M^{J-j}) \), whose supports grow with the scale level \( J - j \). More precisely, by (2.2),
\[
w_{j,\ell}(k) = \langle v, d_M^{(J-j)/2}a \ast (\tilde{a} \uparrow M) \ast \cdots \ast (\tilde{a} \uparrow M^{j-1}) \ast (\tilde{b}_J \uparrow M^{J-j}) \rangle \{ - M^{j-1}k \}, \quad k \in \mathbb{Z}^d.
\]

Similarly, we deduce that
\[
V_J(0, \ldots, 0, v_0) = d_M^{(j-j)/2}S_{a,M}v_0 = d_M^{(j-j)/2}S_{a,(a \uparrow M)^{-1},M^j}v_0 \tag{4.24}
\]
and
\[
V_J(0, \ldots, 0, w_{j,\ell}, 0, \ldots, 0) = d_M^{(j-j)/2}S_{b_{j,\ell},M}w_{j,\ell} = d_M^{(j-j)/2}S_{b_{j,\ell},M}w_{j,\ell} \tag{4.25}
\]
Define filters \( a_j \) and \( \tilde{a}_j, j \in \mathbb{N} \) by
\[
\tilde{a}_j(\xi) := \widehat{a}(\xi) \hat{a}(M^j \xi) \cdots \hat{a}(M^{J-j} \xi) \quad \text{and} \quad \tilde{a}_j(\xi) := \hat{a}(\xi) \tilde{a}(M^j \xi) \cdots \hat{a}(M^{J-j} \xi) \tag{4.26}
\]
with the convention that \( a_0 = \tilde{a}_0 := \delta \). That is,
\[
a_j = a \ast (a \uparrow M) \ast \cdots \ast (a \uparrow M^{j-1}) \quad \text{and} \quad \tilde{a}_j := \tilde{a} \ast (\tilde{a} \uparrow M) \ast \cdots \ast (\tilde{a} \uparrow M^{j-1}).
\]
Now a \( J \)-level discrete framelet transform employing a dual \( M \)-framelet filter bank \( \{ \tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_J \} \), \( \{ a; b_1, \ldots, b_J \} \) can be equivalently rewritten as
\[
v = \sum_{k \in \mathbb{Z}^d} \langle v, \tilde{a}_{j,[k]} \rangle a_{j,[k]} + \sum_{j=1}^J \sum_{k \in \mathbb{Z}^d} \sum_{\ell=1}^J \langle v, \tilde{b}_{\ell,[j,k]} \rangle b_{\ell,[j,k]}, \tag{4.27}
\]
where
\[
a_{j,[k]} := d_M^{j/2}a_j(-M^j k), \quad b_{\ell,[j,k]} := d_M^{j/2}(a_{j-1} \ast (b_{\ell} \uparrow M^{j-1}))(\cdot - M^j k) \tag{4.28}
\]
and
\[
\tilde{a}_{j,[k]} := d_M^{j/2}\tilde{a}_j(-M^j k), \quad \tilde{b}_{\ell,[j,k]} := d_M^{j/2}(\tilde{a}_{j-1} \ast (\tilde{b}_{\ell} \uparrow M^{j-1}))(\cdot - M^j k) \tag{4.29}
\]
By employing the dilation matrix $M$, a multilevel discrete framelet transform provides a multi-scale representation of a signal, which is the key to extract the multiscale structure in a signal. The representation in (4.27) also shows that the stability of a multilevel discrete framelet transform in the space $l_2(\mathbb{Z}^d)$ is closely related to the asymptotic behavior of the sequences $\alpha_j, \tilde{\alpha}_j$ in (4.25) as $J \to +\infty$, which is in turn closely related to the frequency-based refinable functions $\varphi$ and $\tilde{\varphi}$.

The above discussion motivates us to define discrete affine systems as follows:

$$DAS_J(\{a; b_1, \ldots, b_s\}) := \{a_{(j,k)} : k \in \mathbb{Z}^d \}$$

$$\cup \{b_{l_{(j,k)}} : l = 1, \ldots, s, j = 1, \ldots, J, k \in \mathbb{Z}^d \} \quad (4.30)$$

and

$$DAS_J(\{\tilde{a}; \tilde{b_1}, \ldots, \tilde{b}_s\}) := \{\tilde{a}_{(j,k)} : k \in \mathbb{Z}^d \}$$

$$\cup \{b_{l_{(j,k)}} : l = 1, \ldots, s, j = 1, \ldots, J, k \in \mathbb{Z}^d \}. \quad (4.31)$$

Under the convention that

$$\sim : DAS_J(\{a; b_1, \ldots, b_s\}) \to DAS_J(\{\tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s\}) \quad \text{with} \quad u \mapsto \tilde{u},$$

that is, $(u, \tilde{u})$ is always regarded as a pair together, the representation of $v \in l_2(\mathbb{Z}^d)$ in (4.27) can be rewritten as

$$v = \sum_{u \in DAS_J(\{a; b_1, \ldots, b_s\})} (v, \tilde{u})u, \quad v \in l_2(\mathbb{Z}^d), J \in \mathbb{N}. \quad (4.32)$$

Therefore, the stability in (4.6) of a filter bank $\{a; b_1, \ldots, b_s\}$ in $l_2(\mathbb{Z}^d)$ simply means the stability of the discrete affine system $DAS_J(\{a; b_1, \ldots, b_s\})$ in $l_2(\mathbb{Z}^d)$:

$$C_1^2 \|v\|_{l_2(\mathbb{Z}^d)}^2 \leq \sum_{u \in DAS_J(\{a; b_1, \ldots, b_s\})} |(v, u)|^2 \leq C_2^2 \|v\|_{l_2(\mathbb{Z}^d)}^2, \quad \forall v \in l_2(\mathbb{Z}^d), J \in \mathbb{N}. \quad (4.33)$$

In other words, if $\{a; b_1, \ldots, b_s\}$ has stability in $l_2(\mathbb{Z}^d)$, then $DAS_J(\{a; b_1, \ldots, b_s\})$ is a frame for $L_2(\mathbb{R}^d)$ for all $J \in \mathbb{N}$. It is also easy to prove that $\{a; b_1, \ldots, b_s\}$ is a tight $M$-framelet filter bank if and only if (4.33) holds with $C_1 = C_2 = 1$. Furthermore, $\{a; b_1, \ldots, \tilde{b}_s\}$ is an orthogonal $M$-wavelet filter bank if and only if $DAS_J(\{a; b_1, \ldots, \tilde{b}_s\})$ is an orthonormal basis for $l_2(\mathbb{Z}^d)$ for every $J \in \mathbb{N}$.

### 4.4. Variants of multilevel discrete framelet transforms

There are many variants to a standard multilevel discrete framelet transform. Here we look at two particular variants. By the definition in (2.1) and (2.2), it is easy to notice that

$$S_{u,M}(v(\cdot - n)) = [S_{u,M}]v(\cdot - Mn), \quad S_{u(-n),M}v = [S_{u,M}]v(\cdot - n), \quad n \in \mathbb{Z}^d \quad (4.34)$$

and

$$T_{u,M}(v(\cdot - Mn)) = [T_{u,M}]v(\cdot - n), \quad T_{u(-n),M}v = T_{u,M}(v(\cdot - n)), \quad n \in \mathbb{Z}^d. \quad (4.35)$$

In other words, if we shift an input signal $v$ or a filter $u$ by an integer, then its output under the subdivision operator is a shifted version of $S_{u,M}v$. For the transition operator, however, $T_{u,M}(v(\cdot - n))$ or $T_{u(-n),M}v$ is generally no longer a shifted version of $T_{u,M}v$ if $n \not\in M\mathbb{Z}^d$. This shift sensitivity of framelet coefficients with respect to a shift of an input signal is not desirable in some applications such as signal or image denoising, since a simple shift of a noise wouldn’t change the characteristics of a noise. To overcome this difficulty, we put together the $d_M$ sequences $T_{u(+\gamma),M}v, \gamma \in \Gamma_M$ in a disjoint way so that we have only one sequence $d_Mu * v$. Similarly, it is easy to verify that $\sum_{\gamma \in \Gamma_M} S_{u(+\gamma),M}(w(M \cdot -\gamma)) = d_Mu * v$. In other words, the new discrete framelet transform is undecimated by removing the downsampling (i.e., decimation) and upsampling operations in the original discrete framelet transform. Thus, it is called $a$
J-level discrete undecimated framelet transform employing the filter bank \( \{\tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s\} \), \( \{a; b_1, \ldots, b_s\} \), which in the terminology of Subsection 4.1 is just a J-level discrete framelet transform employing the new filter bank

\[
\begin{align*}
(d_M^{-1/2} \{\tilde{a}(\cdot - \gamma_1), \ldots, \tilde{a}(\cdot - \gamma_{dM})\}, \tilde{b}_1(\cdot - \gamma_1), \ldots, \tilde{b}_1(\cdot - \gamma_{dM}), \ldots, \tilde{b}_s(\cdot - \gamma_1), \ldots, \tilde{b}_s(\cdot - \gamma_{dM}))
\end{align*}
\]

where \( \{\gamma_1, \ldots, \gamma_{dM}\} := I_M \). Let us present a J-level discrete undecimated framelet transform employing a dual M-framelet filter bank \( \{\tilde{a}; b_1, \ldots, b_s\}, \{a; b_1, \ldots, b_s\} \). A J-level discrete undecimated framelet decomposition is given by

\[
v_{j-1} := (\hat{a} \ast M^{d-j}) \ast v_j, \quad w_{j-1;\ell} := (\hat{b}_\ell \ast M^{d-j}) \ast v_j, \quad \ell = 1, \ldots, s, j = J, \ldots, 1,
\]

where \( v_j : \mathbb{Z}^d \rightarrow \mathbb{C} \) is an input signal. A J-level discrete undecimated framelet reconstruction is

\[
\hat{v}_j := (a \ast M^{d-j}) \ast \hat{v}_{j-1} + \sum_{\ell=1}^s (b_\ell \ast M^{d-j}) \ast \hat{w}_{j-1;\ell}, \quad j = 1, \ldots, J.
\]

Using the same proof as in Theorem 2.1, one can straightforwardly check that the above J-level discrete undecimated framelet transform has the perfect reconstruction property if and only if

\[
\hat{a}(\xi)\overline{\hat{a}(\xi)} + \hat{b}_1(\xi)\overline{\hat{b}_1(\xi)} + \cdots + \hat{b}_s(\xi)\overline{\hat{b}_s(\xi)} = 1.
\]

Therefore, the perfect reconstruction condition on a filter bank for an undecimated framelet transform is much weaker than the condition in (4.5) for an usual dual M-framelet filter bank. In this sense, an undecimated framelet transform would be properly called a multiscale convolution transform using a filter bank satisfying (4.38). Similar to (4.27), we have the signal representation:

\[
v = \sum_{k \in \mathbb{Z}^d} \langle v, a_j(\cdot - k) \rangle a_j(\cdot - k) + \sum_{j=1}^J \sum_{k \in \mathbb{Z}^d} \sum_{\ell=1}^s \langle v, b_{\ell}\gamma_j a_\ell(\cdot - k) \rangle b_{\ell}\gamma_j a_\ell(\cdot - k).
\]

A J-level discrete undecimated framelet transform has redundancy ratio \( J \)s while the original J-level discrete framelet transform has redundancy ratio \( \frac{a(a^{dM-1}-1)}{dM(a^{dM}-1)} + \frac{1}{dM} \) (a J-level discrete wavelet transform has redundancy ratio one, that is, no redundancy). Therefore, a J-level discrete undecimated framelet transform is a redundant transform, having roughly \( dMJ \) times more coefficients than the original J-level discrete framelet transform, but has a simple structure. To reduce the redundancy rate and to keep the transform nearly shift invariant, we discuss another variant—a discrete averaging framelet transform.

Let \( n \) be a positive integer. We say that \( A := (A_1, \ldots, A_n) : l(\mathbb{Z}^d) \rightarrow (l(\mathbb{Z}^d))^{1 \times n} \), \( A v = (A_v, \ldots, A_n v) \) is a data partitioning operator if \( A \) is an injective operator (that is, a one-to-one but not necessarily linear mapping). \( A \) has at least one left-inverse and we say that \( A : (l(\mathbb{Z}^d))^{1 \times n} \rightarrow l(\mathbb{Z}^d) \) is a data averaging operator of \( A \) if \( A A v = v \) for all \( v \in l(\mathbb{Z}^d) \). An example of data partitioning and data averaging operators is to use the convolution operation. Let \( \Theta_1, \ldots, \Theta_n, \tilde{\Theta}_1, \ldots, \tilde{\Theta}_n \in l_0(\mathbb{Z}) \) be finitely supported sequences on \( \mathbb{Z}^d \) such that

\[
\tilde{\Theta}_1(\xi)\overline{\tilde{\Theta}_1(\xi)} + \cdots + \tilde{\Theta}_n(\xi)\overline{\tilde{\Theta}_n(\xi)} = 1.
\]

Then we have a data partitioning operator \( A : l(\mathbb{Z}^d) \rightarrow (l(\mathbb{Z}^d))^{1 \times n} \), \( A v = (\Theta_1^* v, \ldots, \Theta_n^* v) \) and a data averaging operator \( \tilde{A} : (l(\mathbb{Z}^d))^{1 \times n} \rightarrow l(\mathbb{Z}^d) \), \( \tilde{A} v_1, \ldots, v_n = \Theta_1 v_1 + \cdots + \Theta_n v_n \). By (4.40), it is evident that \( A \tilde{A} = l_0(\mathbb{Z}^d) \). A simple choice is to take \( \Theta_1 = \cdots = \Theta_n = \tilde{\Theta}_n = \delta \) and \( \tilde{\Theta}_1 = \cdots = \tilde{\Theta}_n = \frac{1}{n} \). For this particular example, the data partitioning operator simply copies the data \( n \) times and the data averaging operator \( A \) is exactly the averaging operation.

Under a data partitioning operator \( A \), a signal \( v \) is split into \( n \) sub-signals: \( A_1 v, \ldots, A_n v \). Regard each sub-signal as a completely separate branch. Now a discrete \( n \)-branch averaging framelet transform is to
perform an independent discrete framelet transform on each branch. After processing and reconstruction of each branch, we end up with $n$ reconstructed sub-signals. Then we use the data averaging operator to form one reconstructed signal.

A particular discrete framelet transform may perform better only for a small subset of signals with certain characteristics. Using a data partitioning operator, we may be able to split a signal into sub-signals with different characteristics so that the advantages of a particular discrete framelet transform can be explored. Comparing with a $J$-level discrete undecimated framelet transform which has redundancy ratio $J_s$, a $J$-level discrete $n$-branch averaging framelet transform has only $n$ times redundancy, which is independent of the scale level $J$ and is much smaller than $J_s$ when the scale level $J$ is large. A discrete averaging framelet transform using complex-valued dual framelet filter banks is of particular interest in high-dimensional data analysis for achieving directional representations to capture various high-dimensional singularities such as edges in images. For example, the dual-tree complex wavelet transform employing two correlated orthogonal wavelet filter banks (see the tutorial article [38]) is a particular example of the averaging framelet transform with $n=2$ branches. See Section 7 for another example of directional framelets using tensor product complex-valued tight framelet filter banks.

5. Linear-phase Moments and Symmetry Property of Framelets

In this section we discuss linear-phase moments and symmetry property in wavelet analysis.

It is sometimes desirable that the image of a polynomial under a convolution operation is itself or its translated version. For this purpose, we recall the notion of linear-phase moments introduced in [23, 26].

We say that $u \in l_0(\mathbb{Z}^d)$ has order $m$ linear-phase moments with phase $c \in \mathbb{R}^d$ if

$$\hat{u}(\xi) = e^{-ic \cdot \xi} + O(||\xi||^m), \quad \xi \to 0.$$  \label{eq:5.1}

If $m > 1$, it follows from (5.1) that $c = \sum_{k \in \mathbb{Z}^d} u(k)k$, which is called the default phase of $u$. If $u$ has order $m$ but not $m + 1$ linear-phase moments with the default phase, then we define $\text{lpm}(u) := m$ and we say that $u$ has the linear-phase moments of order $m$.

If a filter has linear-phase moments, then the action of the convolution operator, the subdivision operator, and the transition operator on polynomial spaces has some particular structure.

**Proposition 5.1.** Let $u \in l_0(\mathbb{Z}^d)$, $c \in \mathbb{R}^d$, and $m \in \mathbb{N}_0$. Then (i) $p * u = p(\cdot - c)$ for all $p \in H_{m-1}$ if and only if (ii) $u$ has order $m$ linear-phase moments with phase $c$ if and only if (iii) $T_{\Pi, mp} = d_{mp}(M + c)$ for all $p \in H_{m-1}$. Similarly, $u$ has order $m$ sum rules and order $m$ linear-phase moments with phase $c$ if and only if $S_{\Pi, mp} = p(M^{-1}(-c))$ for all $p \in H_{m-1}$.

**Proof.** By Lemma 3.1, we have (3.7). On the other hand, using the Taylor expansion of $p$, we have $p(x - c) = \sum_{\mu \in \mathbb{N}_0^d, \mu < m} \partial p(x) \frac{(-ic)^{\mu}}{\mu!}$. Comparing the coefficients of $\partial^\mu p, \mu \in \mathbb{N}_0^d, \mu < m$ with (3.7), we see that $p * u = p(\cdot - c)$ if and only if $\partial^\mu \hat{u}(0) = (-ic)^{\mu}$ for all $\mu \in \mathbb{N}_0^d, |\mu| < m$, which can be equivalently rewritten as (5.1). (iii) is a direct consequence of item (i) and (3.10) in Theorem 3.2. The part on subdivision operator is a direct consequence of Theorem 3.5. \hfill $\Box$

Linear-phase moments are of particular interest in the application of subdivision schemes in computer aided geometric design, since the property $S_{\Pi, mp} = p(M^{-1}(-c))$ for all $p \in H_m$ simply means that the subdivision scheme is interpolating on all polynomial sequences $p \in H_{m-1}$.

In the following, we make some remarks on the relations between linear-phase moments and symmetry. Note that a filter $u$ has one linear-phase moment just means $\hat{u}(0) = 1$.

**Proposition 5.2.** Let $u \in l_0(\mathbb{Z}^d)$ satisfying $\text{lpm}(u) > 1$ with phase $c \in \mathbb{R}^d$.

(i) If $u(c_u - k) = u(k)$ for all $k \in \mathbb{Z}^d$ with $c_u \in \mathbb{Z}^d$, then $c = c_u/2$ (that is, the phase $c$ agrees with the symmetry center $c_u/2$ of $u$) and $\text{lpm}(u)$ must be an even integer;

(ii) If $u(c_u - k) = \hat{u}(k)$ for all $k \in \mathbb{Z}^d$ with $c_u \in \mathbb{Z}^d$, then $c = c_u/2$. 
Define a group compatible with any $N$ say that $M$ forms a group under matrix multiplication and $g$ is $G$ hence, $lpm(a) = lpm(\hat{g}(\xi) e^{ic\xi}) = \hat{g}(\xi) e^{ic\xi}$, from which we see that
\[
\partial^\mu [\hat{g}(\xi) e^{ic\xi}](0) = 0, \quad \text{for all } \mu \in \mathbb{N}_0^d \text{ with positive odd integers } |\mu|.
\] (5.2)

On the other hand, the definition of linear-phase moments in (5.1) is equivalent to $\hat{g}(\xi) e^{ic\xi} = 1 + \mathcal{O}(||\xi||^m)$ as $\xi \to 0$. Since $a$ has $m$ but not $m + 1$ linear-phase moments with phase $c$, it now follows from (5.2) that $m$ must be an even integer.

For (ii), we have $\hat{g}(\xi) = e^{-ic\xi} \hat{a}(\xi)$. Then it follows from (5.1) that we must have $e^{-ic\xi} = \frac{\hat{a}(\xi)}{\hat{a}(\xi)} = e^{-ic\xi} + \mathcal{O}(||\xi||^m)$ as $\xi \to 0$. Thus, $c = c_0/2$ holds.

According to the following result, linear-phase moments also play a critical role in the construction of tight framelet filter banks having symmetry.

**Proposition 5.3.** Let \{a; b_1, \ldots, b_d\} be a tight $M$-framelet filter bank such that $\hat{a}(0) = 1$ and $a(c_k - k) = \hat{a}(k)$ for all $k \in \mathbb{Z}^d$ with $c_0 \in \mathbb{Z}^d$. Then $lpm(a^{*} * a) = lpm(a)$ and
\[
\min(vm(b_1), \ldots, vm(b_d)) = \min(sr(a_0), \frac{1}{2} lpm(a_0)).
\] (5.3)

**Proof.** By $\hat{a}(0) = 1$ we see from the perfect reconstruction condition (4.5) (also see [4, 10]) that
\[
\min(vm(b_1), \ldots, vm(b_d)) = \min(sr(a_0), \frac{1}{2} vm(1 - |\hat{a}|^2)).
\] (5.4)

Since $a$ has symmetry, we have $\hat{a}(\xi) = e^{-ic\xi} \hat{a}(\xi)$. Set $c := c_0/2$ and $n := vm(1 - |\hat{a}|^2)$ then,
\[
(1 + e^{ic\xi} \hat{a}(\xi)) [1 - e^{ic\xi} \hat{a}(\xi)] = 1 - |\hat{a}(\xi)|^2 = \mathcal{O}(||\xi||^n), \quad \xi \to 0.
\] Since $\hat{a}(0) = 1$, we conclude from the above relation that $1 - e^{ic\xi} \hat{a}(\xi) = \mathcal{O}(||\xi||^n)$ as $\xi \to 0$. That is, we proved $lpm(a) \geq n$. It is trivial that $vm(1 - |\hat{a}|^2) \geq lpm(a)$. Note that $vm(1 - |\hat{a}|^2) = lpm(a^{*} * a)$. Hence, $lpm(a^{*} * a) = lpm(a)$ and (5.3) follows directly from (5.4).

We now discuss symmetry properties of wavelets and framelets which are desirable in many applications. Let $\mathcal{G}$ be a finite subset of $d \times d$ integer matrices whose determinants are $\pm 1$. We say that $\mathcal{G}$ is a symmetry group compatible with a $d \times d$ invertible integer matrix $M$ (see [17, 18, 21, 22]) if $\mathcal{G}$ forms a group under matrix multiplication and $M^{-1}EM \in \mathcal{G}$ for all $E \in \mathcal{G}$. That is, the mapping $gm: \mathcal{G} \to \mathcal{G}, gm(E) := M^{-1}EM$ is well defined. Note that $gm^{-1}(E)(M) = MEM^{-1}$. For matrices $M$ and $N$, we say that $N$ is $\mathcal{G}$-equivalent to $M$ if $N = EMF$ for some $E, F \in \mathcal{G}$. Note that \{I_d, -I_d\} is a basic symmetry group compatible with any $d \times d$ invertible integer matrix $M$. In dimension two, there are two important symmetry groups:

\[
D_4 := \left\{ \pm \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \pm \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \pm \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix} \right\}, \quad (5.5)
\]
\[
D_6 := \left\{ \pm \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \pm \begin{bmatrix} 0 & -1 \\ 1 & -1 \end{bmatrix}, \pm \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \pm \begin{bmatrix} 1 & -1 \\ -1 & 0 \end{bmatrix}, \pm \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \pm \begin{bmatrix} -1 & 0 \\ 1 & 0 \end{bmatrix} \right\}. \quad (5.6)
\]

Define
\[
M_{\sqrt{2}} := \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad M_{\sqrt{3}} := \begin{bmatrix} 1 & -2 \\ 2 & -1 \end{bmatrix}, \quad I_2 := \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}. \quad (5.7)
\]

As shown in [21, Theorem 2], up to $D_4$-equivalence and a multiplicative constant, $M_{\sqrt{2}}$ and $I_2$ are the only two matrices which are compatible with $D_4$. Similarly, up to $D_6$-equivalence and a multiplicative constant, $M_{\sqrt{3}}$ and $I_2$ are the only two matrices which are compatible with $D_6$. 
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Let \( a \in l_0(\mathbb{Z}^d) \) and \( \mathcal{G} \) be a symmetry group on \( \mathbb{Z}^d \). We say that \( a \) has \( \mathcal{G} \)-symmetry with a symmetry center \( c_a \in \mathbb{R}^d \) and \( \epsilon_a \in \{-1, 1\} \) if
\[
a(E(k - c_a) + c_a) = \epsilon_a a(k), \quad \forall \ k \in \mathbb{Z}^d, \ E \in \mathcal{G}. \tag{5.8}
\]
Clearly, we must have \((I_d - E)c_a \in \mathbb{Z}^d\) for all \( E \in \mathcal{G} \). Similarly, we say that \( a \) has complex \( \mathcal{G} \)-symmetry with a symmetry center \( c_a \in \mathbb{R}^d \) and \( \epsilon_a \in \{-1, 1\} \) if
\[
a(E(k - c_a) + c_a) = \epsilon_a a(\overline{k}), \quad \forall \ k \in \mathbb{Z}^d, \ E \in \mathcal{G}. \tag{5.9}
\]
Now we have the following result on symmetry of an \( M \)-refinable function and its mask.

**Theorem 5.4.** ([22, Proposition 2.1]) Let \( M \) be a \( d \times d \) expansive integer matrix. Let \( \mathcal{G} \) be a symmetry group compatible with \( M \). Let \( a \in l_0(\mathbb{Z}^d) \) with \( \widehat{a}(0) = 1 \). Define \( \varphi \) as in (4.16) and a compactly supported distribution \( \phi \) by \( \hat{\phi} = \varphi \), that is, \( \phi(x) = \frac{1}{(2\pi)^d} \int_{\mathbb{R}^d} \varphi(\xi)e^{ix \cdot \xi} d\xi \) if \( \varphi \in L_1(\mathbb{R}^d) \). Then a \( \mathcal{G} \)-symmetry with a symmetry center \( c_a \) and \( \epsilon_a = 1 \) if and only if
\[
\phi(E(-c_a) + c_a) = \phi, \quad \forall \ E \in \mathcal{G} \quad \text{with} \quad c_a := (M - I_d)^{-1}c_a. \tag{5.10}
\]
Moreover, if \( N = EFM \) for some \( E, F \in \mathcal{G} \) (that is, \( N \) is \( \mathcal{G} \)-equivalent to \( M \)), then \( N \) is also expansive, \( \phi^N = \phi(\cdot + (M - I_d)^{-1}c_a - (N - I_d)^{-1}c_a) \), and
\[
\phi^N(E(-c_a) + c_a) = \phi^N, \quad \forall \ E \in \mathcal{G}. \tag{5.11}
\]
where \( c_a := (N - I_d)^{-1}c_a \) and \( \phi^N(\xi) := \int_1^\infty \hat{a}(\xi t^{-1}) e^{-\xi t} \xi t, \xi \in \mathbb{R}^d \). If \( b \in l_0(\mathbb{Z}^d) \) and \( \mathcal{G}_0 \) is a subgroup of \( \mathcal{G} \) such that \( b \) has \( \mathcal{G}_0 \)-symmetry with a symmetry center \( c_b \) and \( \epsilon_b \in \{-1, 1\} \), then
\[
\psi(F(-b) + c_b) = \epsilon_b \psi, \quad \forall \ F \in \mathcal{G}_0 \quad \text{with} \quad c_b := M^{-1}c_b + M^{-1}(M - I_d)^{-1}c_a, \tag{5.12}
\]
where \( \psi := d_M \sum_{k \in \mathbb{Z}^d} b(k)\phi(M^{-1}k \cdot k) \), that is, \( \hat{\psi}(M^T \xi) := \hat{b}(\xi)\hat{\phi}(\xi) \). If \( \mathcal{G} \)-symmetry and \( \mathcal{G}_0 \)-symmetry are replaced by complex \( \mathcal{G} \)-symmetry and complex \( \mathcal{G}_0 \)-symmetry, respectively, then all the claims hold by adding complex conjugate to the right sides of (5.10), (5.11), and (5.12).

**Proof.** Note that (5.10) is equivalent to
\[
\hat{\phi}(E^T \xi) = e^{i(c_a - E c_a) \cdot \xi} \hat{\phi}(\xi) = e^{i(I_d - E)(M - I_d)^{-1}c_a \cdot \xi} \hat{\phi}(\xi), \quad \forall \ E \in \mathcal{G}, \xi \in \mathbb{R}^d. \tag{5.13}
\]
Also note that (5.8) holds if and only if
\[
\hat{a}(E^T \xi) = e^{i(I_d - E) c_a \cdot \xi} \hat{a}(\xi), \quad \forall \ E \in \mathcal{G}, \xi \in \mathbb{R}^d. \tag{5.14}
\]
By the definition of \( \hat{\phi} \) in (4.16) and the relation \( \hat{\phi}(M^T \xi) = \hat{\phi}(\xi) \hat{\phi}(\xi) \), one can easily check that (5.14) holds if and only if (5.13) holds.

Since \( \mathcal{G} \) is finite and \( \lim_{j \to \infty} M^{-j} = 0 \), we must have \( \lim_{j \to \infty} N^{-j} = 0 \). By the definition of \( \hat{\phi} \) and \( \hat{\phi^N} \), we can directly check that \( \hat{\phi^N}(\xi) = e^{i((M - I_d)^{-1} - (N - I_d)^{-1})c_a \cdot \xi} \hat{\phi}(\xi) \) is satisfied and (5.11) holds. Using (5.13) and \( \hat{b}(F^T \xi) = \epsilon_b e^{i(I_d - F) c_a \cdot \xi} \hat{b}(\xi) \) for all \( F \in \mathcal{G}_0 \), we have (5.12).

**6. Connections of Filter Banks to Frequency-based Dual Framelets**

In this section we discuss the connections between dual framelet filter banks and frequency-based dual framelets. We shall see that every dual framelet filter bank \( \{\{a; b_1, \ldots, b_s\}; \{a; b_1, \ldots, b_s\}\} \) satisfying \( \hat{a}(0) = \hat{a}(0) = 1 \) corresponds to a frequency-based dual framelet on \( \mathbb{R}^d \), which is introduced in [27, 28]. For simplicity of presentation, we only outline the main ideas of the proofs and refer the reader to [27, 28] for the detailed proofs of the results stated in this section. At the end of this section, we mention some
connections between the sparsity of a discrete framelet transform and the sparse representation of a dual framelet in the function space \( L_2(\mathbb{R}^d) \).

Following the standard notation, we denote by \( \mathcal{D}(\mathbb{R}^d) \) the linear space of all compactly supported \( C^\infty \) functions. By \( L^\text{loc}_p(\mathbb{R}^d) \) we denote the linear space of all measurable functions \( f \) such that \( \int_{\{y \in \mathbb{R}^d : \|y\| < r\}} |f(x)|^pdx < \infty \) for all \( r > 0 \) with the usual modification for \( p = \infty \). For \( f \in \mathcal{D}(\mathbb{R}^d) \) and \( \psi \in L^\text{loc}_1(\mathbb{R}^d) \), we shall use the following pairing

\[
\langle f, \psi \rangle := \int_{\mathbb{R}^d} f(x) \overline{\psi(x)} dx \quad \text{and} \quad \langle \psi, f \rangle := \int_{\mathbb{R}^d} \psi(x) \overline{f(x)} dx.
\]

Let \( J \) be an integer and \( N \) be a \( d \times d \) invertible real-valued matrix. Let \( \Phi \) and \( \Psi \) be subsets of \( L^\text{loc}_1(\mathbb{R}^d) \).

A frequency-based \((N^T)^{-1}\)-affine system (or an \( N \)-modulation system) is defined to be

\[
\text{FAS}_J(\Phi, \Psi) = \{ \varphi_{N^j,0,k} : k \in \mathbb{Z}, \varphi \in \Phi \} \cup \bigcup_{j=1}^\infty \{ \psi_{N^j,0,k} : k \in \mathbb{Z}, \psi \in \Psi \},
\]

where we used the notation in (1.1). To emphasize the role played by \( N \), we also use \( \text{FAS}_J^N(\Phi; \Psi) \) instead of \( \text{FAS}_J(\Phi; \Psi) \). Let

\[
\Phi = \{ \varphi^1, \ldots, \varphi^s \}, \quad \hat{\Phi} = \{ \varphi^T, \ldots, \varphi^T \}, \quad \Psi = \{ \psi^1, \ldots, \psi^s \}, \quad \hat{\Psi} = \{ \tilde{\psi}^1, \ldots, \tilde{\psi}^s \}
\]

be subsets of \( L^\text{loc}_1(\mathbb{R}^d) \). Let \( \text{FAS}_J(\Phi; \Psi) \) be defined in (6.1) and \( \text{FAS}_J(\Phi; \Psi) \) be defined similarly. As in [27, 28], we say that the pair \( (\text{FAS}_J(\Phi; \Psi), \text{FAS}_J(\hat{\Phi}; \hat{\Psi})) \) is a frequency-based dual \((N^T)^{-1}\)-framelet if the following identity holds

\[
\sum_{\ell=1}^r \sum_{k \in \mathbb{Z}^d} \langle f, \varphi^\ell_{N^j,0,k} \rangle \langle \hat{\varphi}^\ell_{N^j,0,k}, g \rangle + \sum_{j=1}^\infty \sum_{\ell=1}^r \sum_{k \in \mathbb{Z}^d} \langle f, \psi^\ell_{N^j,0,k} \rangle \langle \tilde{\psi}^\ell_{N^j,0,k}, g \rangle = (2\pi)^d \langle f, g \rangle
\]

for all \( f, g \in \mathcal{D}(\mathbb{R}^d) \), where the infinite series in (6.3) converge in the following sense

(i) for every \( f, g \in \mathcal{D}(\mathbb{R}^d) \), all the following series converge absolutely for all integers \( j \geq J \):

\[
\sum_{\ell=1}^r \sum_{k \in \mathbb{Z}^d} \langle f, \varphi^\ell_{N^j,0,k} \rangle \langle \hat{\varphi}^\ell_{N^j,0,k}, g \rangle \quad \text{and} \quad \sum_{\ell=1}^r \sum_{k \in \mathbb{Z}^d} \langle f, \psi^\ell_{N^j,0,k} \rangle \langle \tilde{\psi}^\ell_{N^j,0,k}, g \rangle.
\]

(ii) for every \( f, g \in \mathcal{D}(\mathbb{R}^d) \), the following limit exists and

\[
\lim_{n \to +\infty} \left( \sum_{\ell=1}^r \sum_{k \in \mathbb{Z}^d} \langle f, \varphi^\ell_{N^j,0,k} \rangle \langle \hat{\varphi}^\ell_{N^j,0,k}, g \rangle \right. \\
\left. + \sum_{j=1}^{n-1} \sum_{\ell=1}^r \sum_{k \in \mathbb{Z}^d} \langle f, \psi^\ell_{N^j,0,k} \rangle \langle \tilde{\psi}^\ell_{N^j,0,k}, g \rangle \right) = (2\pi)^d \langle f, g \rangle.
\]

As shown in [27, Lemma 3] and [28, Lemma 10], the condition in the above item (i) is automatically satisfied if \( \Phi, \Psi, \hat{\Phi}, \hat{\Psi} \) are subsets of \( L^\text{loc}_2(\mathbb{R}^d) \) and \( r, s \) are finite integers. The condition in the above item (ii) is simply the perfect reconstruction property in the test function space \( \mathcal{D}(\mathbb{R}^d) \) for a pair of frequency-based affine systems.

Let \( J \) be an integer and \( M \) be a \( d \times d \) invertible real-valued matrix. Let \( \Phi \) and \( \Psi \) be subsets of \( L^\text{loc}_1(\mathbb{R}^d) \).

A nonhomogeneous \( M \)-affine system is defined to be

\[
\text{AS}_J(\Phi; \Psi) = \{ \phi_{M^j,k} : k \in \mathbb{Z}^d, \phi \in \Phi \} \cup \bigcup_{j=1}^\infty \{ \psi_{M^j,k} : k \in \mathbb{Z}^d, \psi \in \Psi \}.
\]

To emphasize the role played by \( M \), we also use \( \text{AS}_J^M(\Phi; \Psi) \) instead of \( \text{AS}_J(\Phi; \Psi) \). If \( \Phi, \Psi \) are subsets of \( L_2(\mathbb{R}^d) \), then we can define \( \Phi := \{ \hat{\varphi} : \varphi \in \Phi \} \) and \( \Psi := \{ \hat{\psi} : \psi \in \Psi \} \), where the Fourier transform used
in this paper is defined to be \( \hat{f}(\xi) := \int_{\mathbb{R}^d} f(x)e^{-ix\cdot \xi}dx, \xi \in \mathbb{R}^d \) for \( f \in L_1(\mathbb{R}^d) \). Then it is easy to see that the image of \( \text{ASF}_{d}(\varphi, \psi) \) under the Fourier transform is exactly \( \text{FAS}_{d}(\varphi, \psi) \) with \( N = (M^d)^{-1} \). Moreover, the homogeneous M-affine system \( \text{ASF}(\varphi) \) in (1.2) is simply the limiting system of \( \text{ASF}_{J}(\varphi, \psi) \) as \( J \to -\infty \). See [27, 28] for more detail.

Frequency-based dual framelets can be naturally linked to a frequency-based dual framelet.

**Theorem 6.1.** ([28, Theorem 11] and [27, Theorem 6]) Let \( M \) be a \( d \times d \) real-valued invertible matrix such that \( M \) is expansive. Define \( N := (M^d)^{-1} \). Let \( \Phi, \tilde{\Phi}, \Psi, \tilde{\Psi} \) in (6.2) be finite subsets of \( L^2_{\text{loc}}(\mathbb{R}^d) \). Then the following statements are equivalent:

(i) \( \text{FAS}_{d}(\varphi, \psi), \text{FAS}_{d}(\tilde{\varphi}, \tilde{\psi}) \) is a frequency-based dual M-framelet.

(ii) The following identities hold: for all \( f, g \in \mathcal{D}(\mathbb{R}^d) \),

\[
\lim_{J \to \infty} \sum_{\ell = 1}^{r} \sum_{k \in Z^d} \langle f, \varphi_{N^\ell,0,k} \rangle \langle \varphi_{N^\ell,0,k}^{-1}, g \rangle = (2\pi)^d \langle f, g \rangle \tag{6.7}
\]

and

\[
\sum_{\ell = 1}^{r} \sum_{k \in Z^d} \langle f, \varphi_{N^\ell,0,k} \rangle \langle \varphi_{N^\ell,0,k}^{-1}, g \rangle = \sum_{\ell = 1}^{s} \sum_{k \in Z^d} \langle f, \psi_{N^\ell,0,k} \rangle \langle \psi_{N^\ell,0,k}^{-1}, g \rangle \tag{6.8}
\]

(iii) The following relations are satisfied:

\[
\lim_{J \to \infty} \left( \sum_{\ell = 1}^{r} \varphi^\ell(N^\ell) \varphi^\ell(N^\ell), h \right) = (1, h), \quad \forall \ h \in \mathcal{D}(\mathbb{R}^d) \tag{6.9}
\]

and

\[
\mathcal{I}_\Phi^k(\xi) + \mathcal{I}_\tilde{\Phi}^k(\xi) = \mathcal{I}_\Phi^{nk}(N\xi), \quad \text{a.e.} \ \xi \in \mathbb{R}^d, k \in Z^d \cup [N^{-1}Z^d],
\]

where \( \mathcal{I}_\Phi^k(\xi) := \sum_{\ell = 1}^{r} \varphi_{\ell,0,k}^*(\xi + 2\pi k) \), \( k \in Z^d \) and \( \mathcal{I}_{\Phi}^k := 0 \) for \( k \in \mathbb{R}^d \setminus Z^d \), and

\[
\mathcal{I}_\tilde{\Phi}^k(\xi) := \sum_{\ell = 1}^{s} \tilde{\varphi}_{\ell,0,k}^*(\xi + 2\pi k), \quad k \in Z^d \quad \text{and} \quad \mathcal{I}_\tilde{\Phi}^k := 0, \ k \in \mathbb{R}^d \setminus Z^d. \tag{6.11}
\]

Note that if item (i) holds for some \( J \in \mathbb{Z} \), then it holds for all \( J \in \mathbb{Z} \). Item (ii) follows from item (i) by considering the difference between two consecutive levels. (ii)\( \Rightarrow \) (i) can be proved by properly scaling (6.8) to every scale level \( J \) and then by summing them up. The equivalence between items (ii) and (iii) follows from the simple relation (see [28, Lemma 10]):

\[
\sum_{k \in Z^d} \langle f, \psi_{U;0,k} \rangle \langle \psi_{U;0,k}, g \rangle = (2\pi)^d \int_{\mathbb{R}^d} f(\xi)g(\xi + 2\pi U^{-1}k) \psi(\xi) \psi(U\xi + 2\pi k) d\xi
\]

with the series on the left converging absolutely and \( U \) being a \( d \times d \) invertible real-valued matrix.

According to the following result, a dual framelet filter bank is naturally linked to a frequency-based dual framelet.

**Theorem 6.2.** Let \( M \) be a \( d \times d \) expansive integer matrix. Let \( \Theta, a, b_1, \ldots, b_s, \hat{a}, \hat{b}_1, \ldots, \hat{b}_s \in l_0(\mathbb{Z}^d) \) such that \( \hat{a}(0) = \hat{b}(0) = 1 \). Define \( N := (M^d)^{-1} \), \( \varphi(\xi) := \prod_{j=1}^{\infty} \hat{a}(N^j \xi) \) and \( \tilde{\varphi}(\xi) := \prod_{j=1}^{\infty} \hat{b}(N^j \xi) \)
for $\xi \in \mathbb{R}^d$. Then $\varphi$ and $\hat{\varphi}$ are well-defined functions in $L^1_{loc}(\mathbb{R}^d)$ satisfying $\varphi(M^T \xi) = \tilde{a}(\xi) \varphi(\xi)$ and $\varphi(M^T \xi) = \tilde{a}(\xi) \hat{\varphi}(\xi)$ for all $\xi \in \mathbb{R}^d$. For $l = 1, \ldots, s$, define

$$\eta(\xi) := \varphi(\xi), \quad \hat{\eta}(\xi) := \hat{\varphi}(\xi), \quad \psi^l(M^T \xi) := \tilde{b}_l(\xi) \varphi(\xi), \quad \text{and} \quad \hat{\psi}^l(M^T \xi) := \hat{\tilde{b}}_l(\xi) \hat{\varphi}(\xi).$$

Then (FAS$_J(\{\eta\}; \{\psi^1, \ldots, \psi^s\}),$ FAS$_J(\{\hat{\eta}\}; \{\hat{\psi}^1, \ldots, \hat{\psi}^s\}))$ is a frequency-based dual M-framelet for every (or some) $J \in \mathbb{Z}$ if and only if $\hat{\Theta}(0) = 1$ and $(\{\tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s\}, \{a; b_1, \ldots, b_s\})_\Theta$ is an OEP-based dual M-framelet filter bank, that is, for all $\omega \in \Omega_M$ and $\xi \in \mathbb{R}^d$,

$$\hat{\Theta}(M^T \xi) \hat{\tilde{a}}(\xi) \hat{\eta}(\xi + 2\pi \omega) + \hat{\tilde{b}}_1(\xi) \hat{\psi}^1(\xi + 2\pi \omega) + \cdots + \hat{\tilde{b}}_s(\xi) \hat{\psi}^s(\xi + 2\pi \omega) = \delta(\omega) \hat{\Theta}(\xi). \quad (6.12)$$

One can prove Theorem 6.2 by directly verifying the conditions in Theorem 6.1. Framelets in $L_2(\mathbb{R}^d)$ using OEP-based dual M-framelet filter banks have been introduced in $[4, 10]$ (also see $[9]$). A classical dual M-framelet filter bank discussed in previous sections is a particular case of OEP-based dual M-framelet filter banks by taking $\Theta = \delta$. All our discussions in Sections 2, 3, and 4 can be carried over to OEP-based dual M-framelet filter banks. Under the condition $\hat{\tilde{a}}(0) = \hat{\tilde{a}}(0) = 1$ and $\Theta = \delta$, Theorems 6.1 and 6.2 together show that the perfect reconstruction property of $(\{\tilde{a}; \tilde{b}_1, \ldots, \tilde{b}_s\}, \{a; b_1, \ldots, b_s\})_\Theta$ is equivalent to the perfect reconstruction property of a frequency-based dual framelet (FAS$_0(\tilde{\varphi}; \{\psi^1, \ldots, \psi^s\})$, FAS$_0(\varphi; \{\psi^1, \ldots, \psi^s\})$).

Another application of Theorem 6.1 is the following result on tight framelets in $L_2(\mathbb{R}^d)$.

**Proposition 6.3.** ([28, Corollary 17]) Let $M$ be a $d \times d$ expansive real-valued matrix and define $N := (M^T)^{-1}$. Let $\Phi$ and $\Psi$ be finite subsets of $L_2^0(\mathbb{R}^d)$. Then the following are equivalent:

1. $\text{FAS}_J(\Phi; \Psi)$ is a tight frame for $L_2(\mathbb{R}^d)$, that is, $\Phi, \Psi \subseteq L_2(\mathbb{R}^d)$, and for all $f \in L_2(\mathbb{R}^d)$,

$$\sum_{\varphi \in \Phi} \sum_{k \in \mathbb{Z}^d} |\langle f, \varphi N^j \eta, k \rangle|^2 + \sum_{j=J}^{\infty} \sum_{\psi \in \Psi} \sum_{k \in \mathbb{Z}^d} |\langle f, \psi N^j \varphi, k \rangle|^2 = (2\pi)^d \| f \|_{L_2(\mathbb{R}^d)}^2. \quad (6.13)$$

2. $(\text{FAS}_J(\Phi; \Psi), \text{FAS}_J(\hat{\Phi}; \hat{\Psi}))$ is a frequency-based dual M-framelet.

3. $\lim_{t \to +\infty} \sum_{\varphi \in \Phi} |\langle \varphi (N^j), h \rangle|^2 = (1, h)$ for all $h \in \mathcal{S}(\mathbb{R}^d)$ and for almost every $\xi \in \mathbb{R}^d$,

$$\sum_{\varphi \in \Phi} \varphi(\xi) \varphi(\xi + 2\pi k) + \sum_{\psi \in \Psi} \overline{\psi(\xi)} \psi(\xi + 2\pi k) = \sum_{\varphi \in \Phi} \varphi(N \xi) \varphi(N^j(\xi + 2\pi k)), \quad k \in \mathbb{Z}^d \cap [N^{-1} \mathbb{Z}^d].$$

$$\sum_{\varphi \in \Phi} \varphi(\xi) \varphi(\xi + 2\pi k) + \sum_{\psi \in \Psi} \overline{\psi(\xi)} \psi(\xi + 2\pi k) = 0, \quad k \in \mathbb{Z}^d \setminus [N^{-1} \mathbb{Z}^d].$$

4. $\exists \text{ subsets } \Phi, \Psi \text{ of } L_2(\mathbb{R}^d) \text{ such that } \{\hat{\varphi} : \varphi \in \Phi\} = \Phi, \{\hat{\psi} : \psi \in \Psi\} = \Psi, \text{ and } \text{AS}_J(\hat{\Phi}; \hat{\Psi}) \text{ is a tight frame for } L_2(\mathbb{R}^d)$:

$$\sum_{\varphi \in \Phi} \sum_{k \in \mathbb{Z}^d} |\langle f, \varphi \eta, k \rangle|^2 + \sum_{j=J}^{\infty} \sum_{\psi \in \Psi} \sum_{k \in \mathbb{Z}^d} |\langle f, \psi \varphi, k \rangle|^2 = \| f \|_{L_2(\mathbb{R}^d)}^2, \quad \forall f \in L_2(\mathbb{R}^d). \quad (6.14)$$

Moreover, if any of (1)–(4) holds, then $\text{AS}(\Psi)$ is a tight frame for $L_2(\mathbb{R}^d)$, that is, (1.3) holds.

We complete this section by discussing the issue of sparsity. Let $\tilde{\varphi} := \varphi$, $\tilde{\psi} := \hat{\varphi}$, and $\tilde{b} := \tilde{b}$ in Theorem 6.2. Assume that $\tilde{\psi} \in L_2(\mathbb{R}^d)$. Suppose that the filter $\tilde{b}$ has order $m$ vanishing moments. Let
$k \in \mathbb{Z}^d$. If an input data $v$ agrees with some polynomial of degree less than $m$ on the support of $\tilde{b}(-Mk)$, then it follows from Theorem 3.2 that the framelet coefficient $|T_{\tilde{b},Mv}(k)| = 0$. Therefore, if an input data $v$ can be well approximated by some polynomial of degree less than $m$ on the support of $\tilde{b}(-Mk)$, then the framelet coefficient $|T_{\tilde{b},Mv}(k)|$ is negligible.

Now we look at the function setting. Since $M$ is expansive, a smooth function $f$ can be well approximated by its Taylor polynomial $T_{m-1}$ of degree less than $m$ near a point $M^{-1}k \approx x_0$. Since $\tilde{b}$ has order $m$ vanishing moments, by $\tilde{\psi}(M^T \xi) = \tilde{b}(\xi)\tilde{\phi}(\xi)$, we see that $\tilde{\psi}$ also has order $m$ vanishing moments: $\langle p, \tilde{\psi} \rangle = 0$ for all $p \in \pi_{m-1}$. Consequently, if $M$ is isotropic (that is, all the eigenvalues of $M$ have the same modulus and $M$ is similar to a diagonal matrix), then (see [8] for dimension one)

$$ |\langle f, \tilde{\psi}_{M^T,k} \rangle| = |\langle f - T_{m-1}, \tilde{\psi}_{M^T,k} \rangle| \leq C |\det(M)|^{-(m/d+1/2)}j, \quad j \to \infty, \tag{6.15} $$

where the constant $C$ only depends on $\tilde{\psi}$ and $f$. Therefore, for a smooth function $f$, the framelet coefficients $\langle f, \tilde{\psi}_{M^T,k} \rangle$ decays to zero rapidly as the scale level $j \to +\infty$. The fast decay of framelet coefficients in (6.15) plays a critical role in establishing the sparse representation of wavelet or wavelet-like expansions in $L_2(\mathbb{R}^d)$ (see [1, 2, 8, 13, 14, 35, 36]).

Moreover, it follows trivially from the perfect reconstruction condition in (4.5) that

$$ \min(\text{vm}(b_1), \ldots, \text{vm}(b_s)) \leq sr(a), \quad \min(\text{vm}(\tilde{b}_1), \ldots, \text{vm}(\tilde{b}_s)) \leq sr(\tilde{a}) $$

with the equalities being true when $s = |\det(M)| - 1$ (that is, the case of biorthogonal wavelet filter banks). Therefore, for the case of wavelets, the sparsity property of a discrete framelet transform is closely related to the sum rules of the filters $a$ and $\tilde{a}$ which in turn are closely related to the approximation properties of the shift-invariant spaces generated by the refinable functions $\phi$ and $\tilde{\phi}$. In other words, the orders of vanishing moments, which are crucial for sparsity of wavelets, are completely determined by the approximation properties of refinable functions, while this claim may no longer be true in general for framelets.

7. Directional Tight Framelets in $L_2(\mathbb{R}^d)$

In this section, we discuss an example of directional tight framelets in $L_2(\mathbb{R}^d)$. As argued in [1, 13, 14] and many references therein, tensor product real-valued wavelets in $L_2(\mathbb{R}^d)$ are isotropic and can only handle the horizontal and vertical directions well in dimension two. Therefore, tensor product real-valued wavelets are often not efficient enough to capture directional singularities in high-dimensional signals such as images. Therefore, directional affine systems are of interest for high dimensional data analysis such as image processing.

Applying Proposition 6.3, we can easily obtain directional tight framelets in $L_2(\mathbb{R}^d)$ (see [28, Section 4] for detail). Here we provide an example of directional tight framelets with finitely many directions which are tensor product of complex-valued tight framelets in dimension one. We start with a real-valued $C^\infty$ function $\theta: \mathbb{R} \to \mathbb{R}$ such that $(\theta(\xi))^2 + (\theta(1 - \xi))^2 = 1$ for all $\xi \in \mathbb{R}$, $\theta(\xi) = 0$ for all $\xi < 0$, and $\theta(\xi) = 1$ for all $\xi \geq 1$. Such functions $\theta$ can be easily constructed, for example, see [8, Section 3.3.5] and [15, Lemma 4.2]. For $0 < \epsilon_1 < \epsilon_2 < \epsilon_3 < \epsilon_4$, we define $2\pi$-periodic $C^\infty$ functions $a_{\epsilon_1, \epsilon_2}$ and $b_{\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4}$ by

$$ a_{\epsilon_1, \epsilon_2}(\xi) := \begin{cases} 1, & \text{if } \xi \in [-\epsilon_1, \epsilon_1], \\ 0, & \text{if } \xi \in [-\pi, -\epsilon_2] \cup [\epsilon_2, \pi], \\ \theta(\frac{\xi + \epsilon_1}{\epsilon_2 - \epsilon_1}), & \text{if } \xi \in (-\epsilon_2, -\epsilon_1), \\ \theta(\frac{\xi - \epsilon_1}{\epsilon_2 - \epsilon_1}), & \text{if } \xi \in (\epsilon_1, \epsilon_2) \end{cases} \tag{7.1} $$

and

$$ b_{\epsilon_1, \epsilon_2, \epsilon_3, \epsilon_4}(\xi) := \begin{cases} 1, & \text{if } \xi \in [\epsilon_2, \epsilon_3], \\ 0, & \text{if } \xi \in [0, \epsilon_1] \cup [\epsilon_4, 2\pi], \\ \theta(\frac{\xi - \epsilon_1}{\epsilon_2 - \epsilon_1}), & \text{if } \xi \in (\epsilon_1, \epsilon_2), \\ \theta(\frac{\xi - \epsilon_1}{\epsilon_3 - \epsilon_4}), & \text{if } \xi \in (\epsilon_3, \epsilon_4). \end{cases} \tag{7.2} $$
When $\varepsilon_2 \leq \pi$, $a_{z_1,z_2}$ is a well-defined $2\pi$-periodic $C^\infty$ function. When $\varepsilon_4 \leq 2\pi + \varepsilon_1$, $b_{z_1,z_2,z_3,z_4}$ is a well-defined $2\pi$-periodic $C^\infty$ function. Define $2\pi$-periodic functions by

$$\hat{a}(\xi) := a_{z_1,z_2}(\xi), \quad \hat{b}^p(\xi) := b_{z_1,z_2,z_3,2\pi-z_3}(\xi), \quad \hat{b}^n(\xi) := b_{z_1,z_2,z_3,2\pi-z_3}(-\xi)$$

and functions $\varphi, \psi^p, \psi^n$ on $\mathbb{R}$ by

$$\varphi(\xi) := \prod_{j=1}^{\infty} \hat{a}(2^{-j}\xi), \quad \psi^p(\xi) := \hat{b}^p(\xi/2)\varphi(\xi/2), \quad \psi^n(\xi) := \hat{b}^n(\xi/2)\varphi(\xi/2). \quad (7.3)$$

Moreover, since $\varphi, \psi^p, \psi^n \in L_2(\mathbb{R})$, we can define functions $\phi, \psi^p, \psi^n \in L_2(\mathbb{R})$ by

$$\hat{\phi}(\xi) := \varphi(\xi), \quad \hat{\psi}^p(\xi) := \psi^p(\xi), \quad \hat{\psi}^n(\xi) := \psi^n(\xi). \quad (7.4)$$

Under the following conditions

$$0 \leq \pi - \varepsilon_3 \leq \varepsilon_1 < \varepsilon_2 < \pi/2 \quad \text{and} \quad 2\varepsilon_2 < \varepsilon_3 < \pi, \quad (7.5)$$

we can easily check that $\{a,b^p,b^n\}$ is a tight 2-framelet filter bank such that $\hat{\phi}$ is supported inside $[-2\varepsilon_2,2\varepsilon_2]$, $\psi^p$ is supported inside $[2\varepsilon_1,4\varepsilon_2]$, and $\psi^n(\xi) = \psi^p(-\xi)$. Though $\phi$ is a real-valued function, the wavelet functions $\psi^p, \psi^n$ are complex-valued functions. Similarly, though the low-pass filter $a$ has real coefficients, the two high-pass filters $b^p, b^n$ have complex coefficients. By Theorem 6.2 and Proposition 6.3, we see that $\text{FAS}_J(\{\varphi\};\{\psi^p, \psi^n\})$ is a frequency-based tight 2-framelet for $L_2(\mathbb{R})$. Moreover, both $\text{AS}_J(\{\varphi\};\{\psi^p, \psi^n\})$ and $\text{AS}(\{\psi^p, \psi^n\})$ are tight 2-framelets for $L_2(\mathbb{R})$. See Figure 1 for the graphs of $\hat{a}, \hat{b}_p, \hat{b}_n$ and $\phi, \psi^p, \psi^n$ with the choice $\varepsilon_1 = 0.3$, $\varepsilon_2 = 1.47$, and $\varepsilon_3 = 2.94$.

**Figure 1.** (a) is the graph of the refinable function $\phi$ with the low-pass filter $a$. (b) is the graph of the wavelet function $\psi^p$ (solid line for the real part and dotted line for the imaginary part). (c) is the graph of $\hat{a}$ (in solid line), $\hat{b}_p$ (in dashed line), and $\hat{b}_n$ (in dotted line).

We now consider the tensor product framelets in dimension two. Recall that the tensor product $u \otimes v$ of $u$ and $v$ simply means $u \otimes v(\xi_1,\xi_2) := u(\xi_1)v(\xi_2)$. In dimension two, we have the tensor product tight 2$I_2$-framelet filter bank:

$$\{a \otimes a; a \otimes b^p, a \otimes b^n, b^p \otimes a, b^p \otimes b^p, b^p \otimes b^n, b^n \otimes a, b^n \otimes b^p, b^n \otimes b^n\}, \quad (7.6)$$

which consists of one low-pass filter $a \otimes a$ having real coefficients and 8 high-pass filters having complex coefficients. Define $M := 2I_2$ and $N := 2^{-1}I_2$. By Theorem 6.2 and Proposition 6.3,

$$\text{FAS}_J(\{\varphi \otimes \varphi\};\{\varphi \otimes \psi^p, \varphi \otimes \psi^n, \psi^p \otimes \varphi, \psi^p \otimes \psi^p, \psi^p \otimes \psi^n, \psi^n \otimes \varphi, \psi^n \otimes \psi^p, \psi^n \otimes \psi^n\})$$
is a frequency-based tight $2I_2$-framelet for $L_2(\mathbb{R}^2)$ and both
\begin{equation}
\text{AS}_J(\{\phi \otimes \phi, \phi \otimes \psi^n, \psi^p \otimes \phi, \psi^p \otimes \psi^p, \psi^p \otimes \psi^n, \psi^n \otimes \phi, \psi^n \otimes \psi^p, \psi^n \otimes \psi^n\})
\end{equation}
and
\begin{equation}
\text{AS}(\{\phi \otimes \psi^p, \phi \otimes \psi^n, \psi^p \otimes \phi, \psi^p \otimes \psi^p, \psi^p \otimes \psi^n, \psi^n \otimes \phi, \psi^n \otimes \psi^p, \psi^n \otimes \psi^n\})
\end{equation}
are tight frames for $L_2(\mathbb{R}^2)$. Splitting the real and imaginary parts of the filters in (7.6), we end up with a directional tight $2I_2$-framelet filter bank and their associated functions are the real and imaginary parts of the generators in (7.7), whose graphs are given in Figure 2. From Figure 2, we can see that the tensor product tight framelets have four directions. Tight $2I_2$-framelets with more directions can be constructed similarly using more high-pass filters instead of just two high-pass filters $b^p$ and $b^n$. For example, tight $2I_2$-framelets with eight directions can be constructed using four high-pass filters $b^{p1}, b^{p2}, b^{n1}, b^{n2}$.

Figure 2. The first row is the real parts and the second row is the imaginary part of the tensor product complex wavelet functions. Both the real parts and the imaginary parts exhibit four directions.

We finish this paper by some remarks. First of all, the above constructed directional tight framelets are quite different from those systems developed in [1, 13, 14, 28]. (Homogeneous) wavelets/framelets with composite dilations are proposed in [14] to remedy the lack of directionality of classic wavelets, while [28] employs nonstationary (nonhomogeneous) wavelet structure to achieve directionality by using the standard dilation matrix $2^j I_2$ at the scale level $j$. The affine systems developed in [1] for curvelets, in [13] for shearlets, and in [28] for directional tight framelets have more and more directions as the scale level increases and the elements of the generators are highly anisotropic by obeying the hyperbolic rule as discussed in [1]. The directionality in [1, 13, 14] is achieved by taking advantages of different anisotropic dilation matrices at the scale level $j$, while the directionality in [28] is achieved by using different framelet generators directly through rotation, but still employing the isotropic dilation matrix $2^j I_2$ at the scale level $j$. The directional tight framelets constructed in [28] have associated underlying filter banks but the redundancy of the system in [28] is much higher than those in [1, 13] which are optimal for carton-like images ([1, 13]). However, the tight framelets constructed above have only limited directions and are similar in some sense to the complex wavelets in [38]. Hence, their asymptotic approximation rates will be similar to those of classical tensor product real-valued wavelets. However, for a given digital image, its resolution is finite and therefore, it has only finitely many directions. Hence, the constructed tight framelets are of particular interest in their applications to digital image processing.
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