MATHEMATICAL ANALYSIS OF A DIFFUSIVE PREDATOR-PREY MODEL WITH HERD BEHAVIOR AND PREY ESCAPING
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Abstract. In this paper, we consider a new approach of prey escaping from herd in a predator-prey model with the presence of spatial diffusion. First, the sensitivity of the equilibrium state density with respect to the escaping rate has been studied. Then, the analysis of the non diffusive system was investigated where boundedness, local, global stability, Hopf bifurcation are obtained. Besides, for the diffusive system, we proved the occurrence of Hopf bifurcation and the non existence of diffusion driven instability. Furthermore, the direction of Hopf bifurcation has been proved using the normal form on the center manifold. Some numerical simulations have been used to illustrate the obtained results.
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1. INTRODUCTION

It is well known that the predator-prey model became a subject of interest of research activities in ecological systems. For the past century a huge number of models introduced to the wide audience for the subject of modeling a specific manner of interaction between prey and predator see for instance the papers [7, 20, 21]. The crucial component of the relationship between the prey population and the predator population in real life interaction is the functional response, which it changes from one population to another, it is the reason for having many interaction functionals such as Holling I-III functional response [13, 15], Holling-Tanner functional response [23], Beddington-Deangelis functional response [14], Ratio-dependent functional response [16], so on.

However, the mentioned classical functional responses have the certain limitations to model many realistic behavior in ecology. For discussing some of this limitations we introduce the following prototypical predator-prey model (Lotka-Volterra model [2])

\begin{equation}
\begin{aligned}
\frac{du}{dt} &= ru \left(1 - \frac{u}{k}\right) - auv, \\
\frac{dv}{dt} &= -mv + eauv,
\end{aligned}
\end{equation}
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where \( u(t) \) and \( v(t) \) represents respectively the sizes of prey and the predator populations at the time \( t \), \( r \) is the intrinsic growth rate, \( k \) describes the carrying capacity of the environment for the prey population, \( 0 < e < 1 \) is the conversion rate of prey biomass into predator biomass, \( m \) is the natural death rate for the predator population which has been assumed to be constant, \( a \) represents the maximum value at which the reduction rate per capita of the prey population can be attained. It is well known that \( h(u, v) = auv \) is the Holling I functional response which models the quality of the interaction between the prey population and the predator population. Besides, \( h(u, 1) = au \) is the number of the consumed prey by one predator, which shows that the prey population has a solitary behavior.

On the other hand, the prey population behavior in the presence of social behavior has been recently modeled, which can be seen in the real life when they all gather in a huge herd. This point of view has been put due to the papers [1, 28], where the investigated model is as follows

\[
\begin{align*}
\frac{du}{dt} &= ru \left(1 - \frac{u}{k}\right) - a\sqrt{uv}, \\
\frac{dv}{dt} &= -mv + ea\sqrt{uv}, \\
\end{align*}
\]

where the functional response \( h(u, v) = a\sqrt{uv} \) represents the interaction between the prey population and the predator population in the presence of herd behavior. For better explanation of this functional response we take a simple example when the prey population has a social behavior with a regular shape such as circle or a square, obviously the predator hunt only on the outer bound of the prey pack. In this case, the number of the captured prey by one predator will be proportional to the number of the prey population on the boundary of the prey herd, which means that is proportional to the square root of the prey population density; it is the main reason of proposing such an functional response. This functional response has been used widely, we cite for instance the papers [6, 27, 29, 30, 32, 35, 36]. It follows by a several of functional responses which models this interaction by including many factors such as herd shape, predator average handling time of the prey on the bounders, we take as example the papers [3, 7, 9, 10, 19, 24, 26, 33, 38].

In the real world, during the predator hunting of the prey, it is almost impossible for the prey population to keep the pack all together, due to the panic of some of them. The attack of the predator will push the prey pack to split into two groups. The first will stay in the group, and the second will leave the pack and go in any direction, this second has a solitary behavior and it is the most preferred prey to the predator. In the present paper, we will consider that there is a constant proportional density of the prey population denoted by \( 0 < P < 1 \) which will abandon the prey pack during the hunting for the reason of panic, which can be called also by escaping rate, and the other \( 1 - P \) stays in the pack. For modeling this behavior, there are two ways for the predator to consume the prey. The first, is to hunt on the boundary of the prey pack which means \( \sqrt{(1-P)}u \) (is the density of the prey on the outer bound of the pack) or hunt the escaping prey which means \( Pu \). According to the above discussion, we propose the following model

\[
\begin{align*}
\frac{du}{dt} &= ru(1 - \frac{u}{k}) - a_1\sqrt{(1-P)uv} - a_2Pu, \\
\frac{dv}{dt} &= -mv + ea_1\sqrt{(1-P)uv} + ea_2Pu, \\
\end{align*}
\]

where \( a_1, a_2 \) represents the maximum value at which per capita reduction rate of the prey population in pack and solitary prey can attained, respectively. For \( a_1 = a_2 \) represents the non selective hunting of the prey by a predator, and for \( a_1 \neq a_2 \) shows the predator preference of one prey on another (if \( a_1 > a_2 \) shows the predator preference of the solitary prey on the prey in the pack).
The functional response is the interaction predator-prey in the presence of herd behavior and prey escaping from the herd. The proposed functional response is \( h(u, v) = a_1 \sqrt{(1 - P)uv} + a_2 Pu v \).

In the real world, the prey and the predator are always in movement, which can be modeled by the presence of self-disperse. The spatial diffusion has been widely studied in literature, see [17, 24–27, 32, 34–37]. In the considered paper, the study of the system (1.3) and the effect of the spatial diffusion on the system (1.3) has been investigated. If we assume that the two considered populations are always in movement (in \( \mathbb{R}^2 \) or \( \mathbb{R}^3 \)) thus each one of those population will follow a trajectory (path). The length of this path we denoted by \( x \). This point of view is a strong simplification of the general case, where it has been used widely we cite for instance the papers [7, 25–27]. Besides, we will assume that the two populations are in isolated patches, which can be elaborated using the zero flux boundary condition. The system (1.3) becomes in the presence of spatial diffusion:

\[
\begin{align*}
    u_t - u_{xx} &= ru \left( 1 - \frac{u}{k} \right) - a_1 \sqrt{(1 - P)uv} - a_2 Pu v, \\
    v_t - v_{xx} &= -mv + ea_1 \sqrt{(1 - P)uv} + ea_2 Pu v, \\
    u_x(0, t) &= u_x(l\pi, t) = v_x(0, t) = v_x(l\pi, t) = 0 \quad \forall t \geq 0, \\
    u(x, 0) &= \phi(x) \geq 0 \quad v(x, 0) = \psi(x) \geq 0 \quad x \in (0, l\pi),
\end{align*}
\]

where \( x \) is the location of the prey or the predator at the time \( t \), and \( l\pi \) is the domain size, \( d, \tilde{d} \) are the diffusion rates for the prey and the predator, respectively. The homogeneous Neumann boundary conditions represents that the prey and the predator move with a distance between 0 and \( l\pi \). For more examples see [8, 11, 18, 22].

It is easy to check that the homogeneous steady states of the system (1.4) are \((0, 0), (k, 0)\) and \((u^*, v^*)\) where

\[
\begin{align*}
    u^* &= \left( \frac{ec_1 \sqrt{(1 - P)} + \sqrt{(ec_1 \sqrt{(1 - P)})^2 + 4mea_2 P}}{2ec_2 P} \right)^2, \\
    v^* &= \frac{r\sqrt{u^*}}{a_1 \sqrt{(1 - P) + a_2 Pu^*}} \left( 1 - \frac{u^*}{k} \right) > 0.
\end{align*}
\]

The rest of the paper is organized as follows. In Section 2, we focus on studying the effect of the escaping rate on the positive equilibrium state \((u^*, v^*)\). In the next section the existence of a priori bound of the solution, the global stability of the semi trivial equilibrium \((k, 0)\), and the occurrence of Hopf bifurcation for the system (1.3) have been proved. In Section 4 the analysis of the diffusive system has been successfully studied where the local stability and the occurrence of Hopf bifurcation have been shown. Furthermore, the stability of the homogeneous and non homogeneous periodic solutions have been established using the normal form on the center of manifold. An extend numerical simulations have been carried out to insure the theoretical results. A discussion section ends the paper.

## 2. Sensitivity Analysis

In this section, we will study the impact of the prey escaping on the equilibrium densities of both the prey and the predator populations. First, we differentiate the density equilibrium of the prey population with respect to \( P \) we obtain

\[
\frac{du^*}{dP} = \left( \frac{ec_1 \sqrt{(1 - P)} + \sqrt{(ec_1 \sqrt{(1 - P)})^2 + 4mea_2 P}}{2ec_2 P} \right) \left( \frac{a_1 (P - 2)}{a_2 P^2 \sqrt{1 - P} - \frac{4ma_2 P + ea_2^2 (1 - P) + ea_1^2}{\sqrt{2}a_2 P^2 \sqrt{ea_2^2 + P(4ma_2 - ea_1^2)}}} \right) < 0. \tag{2.1}
\]
Figure 1. The negative effect of the prey escaping on the prey density equilibrium state for the values $a_1 = 1; a_2 = 2.1; e = 0.44; m = 1.01; r = 0.2, k = 8000.$

Obviously, the prey equilibrium density is decreasing with respect to the escaping rate, means that the prey escaping has a negative effect on the prey equilibrium density. Which shows the importance of the social behavior for the prey population. Figure 1 shows the effect of the variable $P$ on the prey density equilibrium state.

Now focusing on studying the impact of the escaping rate $P$ on the predator density equilibrium state. The predator density equilibrium can be written as follows

$$v^* = \frac{er u^*}{m} (1 - \frac{u^*}{k}).$$

(2.2)

By a differentiation of the predator density equilibrium state (2.2) with respect to the escaping rate $P$ we obtain

$$\frac{dv^*}{dP} = \frac{er}{m} \frac{du^*}{dP} \left(1 - \frac{2u^*}{k}\right),$$

$$= \frac{2er}{km} \frac{du^*}{dP} \left(\frac{k}{2} - u^*\right).$$

(2.3)

In order to study the positivity of $\frac{k}{2} - u^*$ we draw the following lemma

Lemma 2.1. (i) If $k \leq \frac{2m}{ea_2}$ then $\frac{k}{2} - u^* < 0$ for any $0 < P < 1$.

(ii) if $k > \frac{2m}{ea_2}$ then there exists $0 < P_{cr} < 1$ such that $\frac{k}{2} - u^* < 0$ for $0 < P < P_{cr}$ and $\frac{k}{2} - u^* > 0$ for $P_{cr} < P < 1$.

Proof. (i) It is not difficult to verify that $\lim_{P \to 0^+} u^*(P) = +\infty$ and $\lim_{P \to 1^-} u^*(P) = m \frac{e}{ea_2}$ and using the fact that $\frac{du^*}{dP} < 0$ then for $\frac{k}{2} \leq \frac{m}{ea_2} = \min_{P \in [0,1]} u^*(P)$ we deduce that $\frac{k}{2} - u^* < 0$ which completes the first part of the proof.

(ii) for $\frac{k}{2} > \frac{m}{ea_2} = \min_{P \in [0,1]} u^*(P)$ then the curve of the functional $u^*(P), 0 < P < 1$ intersect the line $\frac{k}{2}$ at $0 < P_{cr} < 1$ then we have $\frac{k}{2} - u^* < 0$ for $0 < P < P_{cr}$ and $\frac{k}{2} - u^* > 0$ for $P_{cr} < P < 1$. The proof is completed.

\qed
Figure 2. The effect of the prey escaping on the predator density equilibrium state for the values (i) (Left hand figure) the values $a_1 = 1.9; \ a_2 = 0.1; \ e = 0.0044; \ m = 2.01; \ r = 0.2; \ k = 10000 < \frac{2m}{ea_2} = 91364$. (ii) (Right hand figure) the values $a_1 = 1; \ a_2 = 2.1; \ e = 0.44; \ m = 1.01; \ r = 0.2; \ k = 8000 > \frac{2m}{ea_2} = 2.1861$.

Figure 3. the impact of both the prey escaping and the carrying capacity of the space for the values $a_1 = 1; \ a_2 = 2.1; \ e = 0.44; \ m = 1.01; \ r = 0.2$.

Using Lemma 2.1 together with the fact that $\frac{du^*}{dP} < 0$, we draw the following results

(i) If $k \leq \frac{2m}{ea_2}$ then $\frac{dv^*}{dP} > 0$ and based on the ecological meaning we deduce that the prey escaping has a positive impact on the predator density equilibrium.

(ii) If $k > \frac{2m}{ea_2}$ then there exists $0 < P_{cr} < 1$ such that

$$\frac{dv^*}{dP} = \begin{cases} 
> 0 & \text{for } 0 < P < P_{cr}, \\
< 0 & \text{for } P_{cr} < P < 1,
\end{cases}$$
Figure 4. Phase portraits of the system (1.3) when \((u^*, v^*)\) does not exists and \((k, 0)\) is globally asymptotically stable for \(k = 2 < u^* = 3.5871\).

which means that the prey escaping has a positive impact on the predator density equilibrium for \(P < P_{cr}\) and a negative impact for \(P_{cr} < P < 1\) (see Fig. 2).

3. Stability, bifurcation analysis of the non spatial system

This section is devoted to study the solution behavior for the model (1.3) where \(a\ priori\) bound of solution, global stability of the boundary equilibrium \((k, 0)\) has been investigated. Further, the existence of Hopf bifurcation has been shown.

In order to show the existence of the bounds of the system (1.3) we set the following theorem

**Theorem 3.1.** Let \((u(t), v(t))\) be the solution of the system (1.3) then

\[
\lim_{t \to +\infty} \sup u(t) \leq k,
\]

\[
\lim_{t \to +\infty} \sup v(t) \leq \frac{m + r}{m} ek.
\]

**Proof.** Obviously, for the system (1.3) the positive invariant set is the first quadrant \(\mathbb{R}_+^2\), since \(u = 0, \ v = 0\) are its solutions. From the first equation of the system (1.3) we have

\[
u'(t) \leq ru(t) \left(1 - \frac{u(t)}{k}\right).
\]

Let \(\tilde{u}(t)\) be the solution of the following initial value problem

\[
\begin{align*}
\frac{d\tilde{u}(t)}{dt} &= r\tilde{u}(t) \left(1 - \frac{u(t)}{k}\right), \\
\tilde{u}(0) &= u(0),
\end{align*}
\]

using the standard comparison principle, we have \(u(t) \leq \tilde{u}(t)\) for all \(t \in [0, +\infty)\). Thus

\[
\lim_{t \to +\infty} \sup u(t) = \lim_{t \to +\infty} \sup \tilde{u}(t) = k.
\]

Now we put

\[
w(t) = eu(t) + v(t).
\]
Figure 5. Trajectory and phase portraits of the system (1.3) when $(u^*, v^*) = (1.55, 0.89)$ is locally asymptotically stable and $k = 2 < k^* = 17.0855$ for the values $P = 0.5; a_1 = 0.2; a_2 = 1.1; e = 0.5; m = 0.5; r = 1.2.$

then

$$
\dot{w}(t) = c\dot{u}(t) + \dot{v}(t),
$$

$$
= -mv(t) + ru(t)(1 - \frac{u(t)}{k}),
$$

$$
= -m(eu(t) + v(t)) + emu(t) + ru(t) \left(1 - \frac{u(t)}{k}\right),
$$

leads to

$$
\frac{dw(t)}{dt} \leq -mw(t) + eu(t)(m + r).
$$

From $\limsup_{t \to +\infty} u(t) \leq k$ we can deduce that there exists $T > 0$ such that for $t > T$, $u(t) < k$. Then for $t > T$ we have

$$
\frac{dw(t)}{dt} \leq -mw(t) + ek(m + r),
$$

by a similar argument we have

$$
\limsup_{t \to +\infty} v(t) \leq \frac{m + r}{m}ek,
$$

which completes the proof.

Now, focusing on proving the global stability of the semi trivial equilibrium state $(k, 0)$. The following theorem summarize the obtained results

**Theorem 3.2.** Assume that $k < u^*$ then the semi trivial equilibrium is globally asymptotically stable.

**Proof.** The eigenvalues of Jacobian matrix of the system (1.3) on $(k, 0)$ are $\lambda_1 = -r < 0, \lambda_2 = -m + eb_1\sqrt{k} + eb_2k < 0$ (for $k < u^*$) which means that $(k, 0)$ is locally asymptotically stable, it remain to prove that $(k, 0)$ is
globally attractive. From Theorem (1.3) we have \( \limsup_{t \to +\infty} u(t) \leq k \). We know that from the second equation that

\[
v_t = v(-m + e a_1 \sqrt{(1 - P)u} + e a_2 Pu).
\]

It is well known that there exists \( T > 0 \) such that for \( t > T \), there exists \( \varepsilon > 0 \) such that \( u(t) \leq k + \varepsilon \). Choosing \( 0 < \varepsilon < u^* - k \). Thus, we can obtain

\[
v_t \leq v(-m + e a_1 \sqrt{(1 - P)(k + \varepsilon)} + e a_2 P(k + \varepsilon)),
\]

where

\[-m + e a_1 \sqrt{(1 - P)(k + \varepsilon)} + e a_2 P(k + \varepsilon) < 0,
\]

which leads to

\[
v(t) \leq v(0) \exp((-m + e b_1 \sqrt{k + \varepsilon} + e a_2 P(k + \varepsilon))t).
\]

Putting \( t \to +\infty \) we obtain that \( v(t) \to 0 \) for \( t \to +\infty \). By replacing this result in the first equation we obtain \( u(t) \to k \) for \( t \to +\infty \). The proof is completed.

Now, let us prove the existence of Hopf bifurcation. Firstly, we consider the carrying capacity \( k \) as bifurcation parameter. we calculate the Jacobian matrix of the system (1.3) at the positive equilibrium \((u^*, v^*)\) and it is
Throughout the rest part of the paper, the condition \( k > u \) has been verified for the system (1.4), non existence of diffusion driven instability has been successfully proved.

Given by

\[
J(u^*, v^*) = \begin{pmatrix} a_{11}(k) & a_{12} \\ a_{21}(k) & 0 \end{pmatrix},
\]

where

\[
a_{11}(k) = r \left( 1 - \frac{2u^*}{k} \right) - \frac{v^*}{2\sqrt{u^*}} \left( a_1 \sqrt{1 - P} + 2a_2 P \sqrt{u^*} \right),
\]

\[
= \frac{r a_1 \sqrt{1 - P}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} - \frac{r u^*}{k} \left( \frac{2a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} \right),
\]

\[
a_{21}(k) = uv^* \left( \frac{a_1 \sqrt{1 - P}}{2\sqrt{u^*}} + a_2 P \right),
\]

\[
= \frac{ru}{2k} \left( 1 + \frac{a_2 P \sqrt{u^*}}{a_1 \sqrt{(1 - P) + a_2 P \sqrt{u^*}}} \right) \left( 1 - \frac{u^*}{k} \right) > 0,
\]

\[
a_{12} = - \left( a_1 \sqrt{1 - P} \sqrt{u^*} + a_2 P \sqrt{u^*} \right) = -\frac{m}{c} < 0.
\]

The characteristic equation is given by

\[
\lambda^2 - T_0(k) \lambda + D_0 = 0,
\]

where

\[
T_0(k) = \frac{ra_1 \sqrt{1 - P}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} - \frac{ru^*}{k} \left( \frac{2a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} \right),
\]

\[
D_0(k) = \frac{rm}{2} \left( 1 + \frac{a_2 P \sqrt{u^*}}{a_1 \sqrt{(1 - P) + a_2 P \sqrt{u^*}}} \right) \left( 1 - \frac{u^*}{k} \right) > 0.
\]

Obviously, \( D_0(k) > 0 \) which means that the system (1.3) undergoes a Hopf bifurcation if \( T_0(k) = 0 \) and it is equivalent to

\[
k = k^* = \frac{u^* (2a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})}{a_1 \sqrt{1 - P}}.
\]

**Remark 3.3.** It is easy to verify that \( k^* > u^* \) which means that this bifurcation point exists.

Letting \( \lambda(k) = \beta(k) \pm \omega(k) \) be the roots of the characteristic equation (3.4) satisfying \( \beta(k^*) = 0, \omega(k^*) = \sqrt{D_0(k^*)} \). Then we have

\[
\beta'(k^*) = \frac{1}{2} T_0'(k^*) = \frac{1}{2} ru^* \left( \frac{2a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} \right) > 0,
\]

which together with the fact that the characteristic equation (3.4) has a pair of purely imaginary roots \( \pm i \sqrt{D_0(k^*)} \) at \( k^* \), implies that the system (1.3) undergoes Hopf bifurcation at \( k = k^* \).

Thus, we deduce that the interior equilibrium \((u^*, v^*)\) is locally asymptotically stable for \( k < k^* \) and instable for \( k > k^* \) and the system (1.3) undergoes Hopf bifurcation at \( k = k^* \).

4. Stability, Hopf bifurcation for the diffusive system

In this section, the stability of the positive equilibrium \((u^*, v^*)\) has been studied. Further, the existence of the Hopf bifurcation for the system (1.4), non existence of diffusion driven instability has been successfully proved. Throughout the rest part of the paper, the condition \( k > u^* \) has been assumed to be verified.
4.1. Characteristic equation

Consider the following problem

$$
\begin{cases}
-\Delta \psi = \kappa \psi & x \in (0, l\pi), \\
\psi_x = 0, x = 0, l\pi,
\end{cases}
$$

(4.1)

the eigenvalue of the problem (4.1) are \( \kappa_n = \left( \frac{n}{l} \right)^2, \) \( n = 0, 1, 2, \ldots, \) and the corresponding eigenfunction are

$$
\psi_n(x) = \begin{cases}
\frac{1}{\sqrt{\pi}}, & n = 0, \\
\sqrt{\frac{2}{\pi}} \cos \frac{n}{l} x, & n = 1, 2, 3, \ldots,
\end{cases}
$$

and \( \{\psi_n(x)\}_n \) describes the orthogonal basis of \( L^2(0, l\pi). \) Now letting

$$
\chi = \left\{ U = (u, v)^T \in W^{2,2}(0, l\pi) / u_x = v_x = 0 \text{ at } x = 0, l\pi \} \right..
$$

(4.2)

The space \( \chi \) is Banach space, and \( \Omega = L^2(0, l\pi) \times L^2(0, l\pi) \) is Hilbert space with the inner product \( (U_1, U_2) = \int_0^{l\pi} (u_1 u_2 + v_1 v_2) dx, \) where \( U_1 = (u_1, v_1)^T \) and \( U_2 = (u_2, v_2)^T. \) Defining the following mapping \( F : (0, \infty) \times \chi \to \Omega \)

by

$$
F(k, U) = \left( \begin{array}{c}
\frac{du_{xx}}{dx} + ru(1 - \frac{u}{k}) - a_1 \sqrt{1 - P} uv - a_2 P uv \\
\frac{dv_{xx}}{dx} - my + ea_1 \sqrt{1 - P} uv + ea_2 P uv
\end{array} \right),
$$

where \( U = (u, v)^T. \) Then for any \( (u, v)^T \in \chi, \)

$$
U = (u, v)^T \text{ is solution of (1.4) } \iff F(k, U) = 0.
$$

At the homogeneous steady state \((u^*, v^*)\) the Frechet derivative of \( F(k, U) \) for \( U \) is given as follows

$$
L(k) = \text{diag}\left( d\Delta, \tilde{d}\Delta \right) + J(u^*, v^*),
$$

(4.3)

$$
= \left( \begin{array}{cc}
d\Delta u + \frac{ra_1 \sqrt{1 - P}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} - \frac{ru^*}{k} \left( \frac{2a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} \right) - \frac{m}{e} & \\
\frac{re}{2} \left( 1 + \frac{a_2 P \sqrt{u^*}}{a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}} \right) \left( 1 - \frac{u^*}{k} \right) & \tilde{d}\Delta
\end{array} \right).
$$

(4.4)

The characteristic equation of \( L(k) \) is \( L(k)(u, v) = \lambda(u, v), \) (where \((u, v) \in \chi\)) and \( \lambda \) is an eigenvalue, and \((u, v)\) verify the following system

$$
\begin{cases}
d\Delta u + \left[ \frac{ra_1 \sqrt{1 - P}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} - \frac{ru^*}{k} \left( \frac{2a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} \right) \right] u - \frac{m}{e} v = \lambda u, & x \in (0, l\pi), \\
\tilde{d}\Delta v + \frac{re}{2} \left( 1 + \frac{a_2 P \sqrt{u^*}}{a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}} \right) \left( 1 - \frac{u^*}{k} \right) u = \lambda u, & x \in (0, l\pi), \\
u_x = v_x = 0 & x = 0, l\pi.
\end{cases}
$$

(4.5)
Letting \( u = \sum_{n=0}^\infty a_n \psi_n \) and \( v = \sum_{n=0}^\infty b_n \psi_n \). Then the characteristic equation becomes

\[
\sum_{n=0}^\infty (\text{diag}(-d\kappa_n, -\tilde{d}\kappa_n) + J(E^*) \begin{pmatrix} a_n \\ b_n \end{pmatrix}) \psi_n = 0. \tag{4.6}
\]

Letting \(|\text{diag}(-d\kappa_n, -\tilde{d}\kappa_n) + J(E^*)| = 0\), \( n = 0, 1, 2, \ldots \), we obtain

\[
\lambda^2 - T_n(k)\lambda + D_n(k) = 0, \tag{4.7}
\]

with

\[
T_n(k) = \frac{r a_1 \sqrt{1 - P}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} - \frac{ru^*}{k} \left( \frac{2a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} \right) - (d + \tilde{d}) \left( \frac{n}{T} \right)^2,
\]

\[
D_n(k) = d\tilde{d} \left( \frac{n}{T} \right)^4 - \tilde{d} \left( \frac{n}{T} \right)^2 \left[ \frac{r a_1 \sqrt{1 - P}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} - \frac{ru^*}{k} \left( \frac{2a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} \right) \right] + \frac{rm}{2} \left( 1 + \frac{a_2 P \sqrt{u^*}}{a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}} \right) \left( 1 - \frac{u^*}{k} \right). \tag{4.8}
\]

4.2. The existence of Hopf bifurcation

Recall that a Hopf bifurcation occurs if and only if \( T_n(k) = 0 \) and \( D_n(k) > 0 \). Obviously \( D_0(k) > 0 \) and \( \lim_{n \to +\infty} D_n(k) = +\infty \). The critical value of the bifurcation parameter \( k \) must be the solution of the following equation of the variable \( k \)

\[
\frac{r a_1 \sqrt{1 - P}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} - \frac{ru^*}{k} \left( \frac{2a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} \right) - (d + \tilde{d}) \left( \frac{n}{T} \right)^2 = 0, \tag{4.9}
\]

which is equivalent to

\[
k = k(n),
\]

where

\[
k(n) = \frac{ru^*(2a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})}{rb_1 - 2(d + \tilde{d}) \left( \frac{n}{T} \right)^2 (a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})}. \tag{4.10}
\]

Then we have the following results:

**Lemma 4.1.** Putting

\[
N_1 = \max\{n \in \mathbb{N} | ra_1 \sqrt{1 - P} - 2(d + \tilde{d}) \left( \frac{n}{T} \right)^2 (a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}) > 0\}. \tag{4.11}
\]

_Hopf bifurcation occurs for the system (1.4) at \( k = k(n) \) and for \( n \leq N_1 \) (where \( k(n) \) is defined in (4.10)) and \( k(n) \) verifies the following estimation

\[
u^* < k(0) < k(1) < \ldots < k(n) < k(n + 1) < \ldots < k(N_1).
\]

**Proof.** Hopf bifurcation occurs if and only if \( T_n(k) = 0 \), which equivalent to

\[
T_0(k) = (d + \tilde{d}) \left( \frac{n}{T} \right)^2,
\]

\[
\frac{r a_1 \sqrt{1 - P}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} - \frac{ru^*}{k} \left( \frac{2a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*}}{2(a_1 \sqrt{1 - P} + a_2 P \sqrt{u^*})} \right) - (d + \tilde{d}) \left( \frac{n}{T} \right)^2 = 0.
\]
and it is easy to see that \( \lim_{k \to u^*} T_0(k) = -r < 0 \), and

\[
T_0'(k) = \frac{r}{2k^2} \left( \frac{2a_1\sqrt{1 - P} + a_2P\sqrt{u^*}}{a_1\sqrt{1 - P} + a_2P\sqrt{u^*}} \right) > 0, \tag{4.14}
\]

and

\[
\lim_{k \to +\infty} T_0(k) = \frac{ra_1\sqrt{1 - P}}{2(a_1\sqrt{1 - P} + a_2P\sqrt{u^*})} > 0. \tag{4.15}
\]

From (4.13) and (4.14), \( T_0(k) \) is strictly increasing with respect to the carrying capacity \( k \) and the solution of the equation \( T_0(k) = 0 \) is

\[
k = k^* > u^*, \tag{4.16}
\]

where \( k^* \) is defined by (3.6). The equation (4.13) possesses a solution if and only if the constant integer \( n \) verifies

\[
(d + \tilde{d}) \left( \frac{n}{l} \right)^2 < \frac{ra_1\sqrt{1 - P}}{2(a_1\sqrt{1 - P} + a_2P\sqrt{u^*})}, \tag{4.17}
\]

which equivalent to \( n < N_1 \).

The function \( (d + \tilde{d}) \left( \frac{n}{l} \right)^2 \) is strictly increasing with respect to \( n \), which leads to the estimation obtained in (4.12) (see Fig. 7). The proof is completed.

Now we put \( \lambda(k) = \beta(k) \pm i\omega(k) \) as the solution of the characteristic equation with \( \beta(k(n)) = 0 \) and \( \omega(k(n)) = \sqrt{D(k(n))} \), then

\[
\beta'(k(n)) = \frac{r}{2k^2(n)} \left( \frac{2a_1\sqrt{1 - P} + a_2P\sqrt{u^*}}{a_1\sqrt{1 - P} + a_2P\sqrt{u^*}} \right) > 0. \tag{4.18}
\]

Under the result (4.18) the bifurcation points and their order is given by the following theorem

**Theorem 4.2.** If there exists \( N^* \leq N_1 \) a critical value such that \( i_0 = 0 < i_1 < \ldots < i_{N^*} \leq N_1 \) and \( D_{i\xi}(k(i\xi)) > 0 \), \( \xi = 0 \ldots \), \( N^* \) we have the following estimation:

\[
u^* < k(0) < \ldots < k(n) < k(n + 1) < \ldots < k(i_{N^*}). \tag{4.19}
\]

In order to the above analysis we have the following theorem

**Theorem 4.3.** Assume that \( k > u^* \) holds, then we have the following results

(i) If \( n = 0 \) the equilibrium \( (u^*, v^*) \) is asymptotically stable for \( 0 < k < k^* := k(0) \) and unstable for \( k > k^* \).

(ii) The system (1.4) has a Hopf bifurcation near \( (u^*, v^*) \) for \( k = k(n) \) where a spatially homogenous periodic solution appears for \( n=0 \), and spatially nonhomogeneous periodic solution for \( n=1, 2, \ldots, i_{N^*} \).

**Remark 4.4.** For Theorem 4.2 we have \( T_n = 0 \) for \( k = k_n, n = 0, 1, \ldots, i_{N^*} \) and it is well known that \( D_0 > 0 \) for \( k > u^* \). Thus there exist an integer denoted by \( N^* \) such that \( D_n > 0 \) for \( n = 0, 1, \ldots, N^* \). Taking \( i_{N^*} = \min\{N_1, N^*\} \). Thus we have:

(i) \( T_n < 0 \) for \( n = 0, 1, \ldots, i_{N^*} \).

(ii) \( D_n > 0 \) for \( n = 0, 1, \ldots, i_{N^*} \).

(iii) The transversality condition (4.18).

Thus the system undergoes Hopf bifurcation at \( k = k(n) \) for \( n = 0, 1, \ldots, i_{N^*} \).
Figure 7. The existence and the order of Hopf bifurcation points the solution of the equation (4.13) where \( a = 3.5; P = 0.7; l = 5; e = 0.5; m = 0.5; r = 2.2; d = 0.02; \tilde{d} = 0.1 \) which means \( u^* = 1.3005; N_1 = 6. \)

4.3. Non existence of Turing instability

In this subsection, our main focus is on proving that the system (1.4) can not undergo diffusion driven instability. Note that Turing driven instability occurs when the equilibrium point is linearly stable in the absence of spatial diffusion and in the presence of this last becomes unstable, which means that we will assume that \( u^* < k < k^* \).

**Lemma 4.5.** The system (1.4) has no Turing instability at \((u^*, v^*)\).

**Proof.** Obviously \( D_0(k) > 0 \), then for having the existence of Turing instability we must prove \( D_n(k) < 0 \) which can be rewritten as follows

\[
D_n(k) = D\left(\frac{n}{l}\right)^2 = d\tilde{d}\left(\frac{n}{l}\right)^2 - \tilde{d}\left(\frac{n}{l}\right)^2 \left[ \frac{2a_1\sqrt{1-P}}{2(a_1\sqrt{1-P} + a_2P\sqrt{\pi^2})} - \frac{ru^*}{k} \left( \frac{2a_1\sqrt{1-P} + a_2P\sqrt{\pi^2}}{2(a_1\sqrt{1-P} + a_2P\sqrt{\pi^2})} \right) \right] + D_0(k).
\]

(4.20)

Thus, using the fact that \( u^* < k < k^* \), we obtain that

\[
\frac{ru^*}{k} \left( \frac{2a_1\sqrt{1-P} + a_2P\sqrt{\pi^2}}{2(a_1\sqrt{1-P} + a_2P\sqrt{\pi^2})} \right) < 0,
\]

which means \( D_n(k) > 0 \) for any integer \( n \) the we deduce the non existence of Turing driven instability. The proof is completed.

4.4. Direction and stability of Hopf bifurcation

In this section our aim is to study the stability of the homogeneous and the non homogeneous periodic solution using the normal form on the center manifold at the Hopf bifurcation points. Before that we will make
a change of variable by putting \( \tilde{u} = u - u^* \) and \( \tilde{v} = v - v^* \) where \( v^* = v^*_\mu = \frac{r\sqrt{u^*}}{a_1\sqrt{1 - P} + a_2\sqrt{u^*}} \left( 1 - \frac{u^*}{k + \mu} \right) \)
and \( \mu = k^2(n) \) where \( \mu = 0 \) is equivalent to and \( k = k(n), n = 1, 2, \ldots, n_N \), and dropping tilde for convenience, the system (1.4) becomes:

\[
\begin{cases}
  u_t - \Delta u = r(u + u^*) \left( 1 - \frac{(u + u^*)}{k(n) + \mu} \right) - a_1 \sqrt{(1 - P)(u + u^*)} v - a_2 P(u + u^*)(v + v^*), \\
  v_t = -my + ea_1 \sqrt{(1 - P)(u + u^*)} (v + v^*) + ea_2 (u + u^*)(v + v^*),
\end{cases}
\]

and it is equivalent to

\[
\dot{U}(t) = LU + F(U, \mu),
\]

where

\[
L = D\Delta + J(E^*) = \left( \begin{array}{cc}
a_{11}(\mu) + d \frac{\partial^2}{\partial x^2} & a_{12} \\
0 & \bar{a}_{21}(\mu) \frac{\bar{\partial}^2}{\partial x^2}
\end{array} \right),
\]

and

\[
F(U, R^*) = \left( \begin{array}{c}
F_1(U, \mu) \\
F_2(U, \mu)
\end{array} \right),
\]

\[
= \left( \begin{array}{c}
r(u + u^*) \left( 1 - \frac{(u + u^*)}{k(n) + \mu} \right) - a_1 \sqrt{(1 - P)(u + u^*)} v - a_2 P(u + u^*)(v + v^*) - a_{11}(\mu)u - a_{12}v \\
-my + ea_1 \sqrt{(1 - P)(u + u^*)} (v + v^*) + ea_2 (u + u^*)(v + v^*) - a_{21}(\mu)u
\end{array} \right),
\]

where \( a_{11}(\mu), a_{12}, a_{21}(\mu) \) are defined in (3.3). Now we define the following complex space of \( \chi \) by the decomposition:

\[
\chi_\mathbb{C} = \chi \oplus i\chi,
\]

and the inner product

\[
\langle U_1, U_2 \rangle = \int_0^\pi \bar{u}_1 u_2 + \bar{v}_1 v_2 \, dx \quad \text{where } U_1 = (u_1, v_1)^T, U_2 = (u_2, v_2)^T \in \chi_\mathbb{C}.
\]

The adjoint operator \( L^* \) is given by

\[
L^* = D\Delta + J^*(\mu) = \left( \begin{array}{cc}
a_{11}(\mu) + d \frac{\partial^2}{\partial x^2} & a_{21}(\mu) \\
a_{12} & \bar{d} \frac{\bar{\partial}^2}{\partial x^2}
\end{array} \right).
\]

Then \( L_n^*(\mu) = -n^2 D + J^*(\mu) \) where \( J^*(\mu) \) is the adjoint matrix of \( J(\mu) \). Now we define the eigenfunction of the \( L_n(\mu) \) and \( L_n^*(\mu) \) corresponding the eigenvalue \( i\omega \) and \( -i\omega \) by

\[
q = \begin{pmatrix} a_n \\ b_n \end{pmatrix} \cos \left( \frac{n}{l} x \right) \quad \text{and} \quad q^* = \begin{pmatrix} a^*_n \\ b^*_n \end{pmatrix} \cos \left( \frac{n}{l} x \right),
\]
such that $\langle q^*, q \rangle = 1$ and $\langle q^*, q \rangle = 0$ and also $L_n^*(\mu)q^* = -i\omega q^*$. Where

$$
\begin{align*}
(a_n & \quad b_n) = \left( \frac{1}{i\omega - (a_{11} - d) \left( \frac{n}{l} \right)^2} \right) n = 0, 1, \ldots, iN^* \text{ and } \mu = 0.
\end{align*}
$$

And for $\mu = 0$ we have

$$
\begin{align*}
\begin{pmatrix} a_n^* \\ b_n^* \end{pmatrix} & = \begin{cases} 
\begin{pmatrix} \frac{1}{l^2} a_{21} a_{12} \\ \frac{1}{l^2} a_{21} a_{12} + \left( \frac{n}{l} \right)^2 \end{pmatrix} \\
\begin{pmatrix} \frac{1}{l^2} a_{21} a_{12} \\ \frac{1}{l^2} a_{21} a_{12} + \left( \frac{n}{l} \right)^2 \end{pmatrix}
\end{cases}
\end{align*}
$$

if $n = 0$, and

$$
\begin{align*}
\begin{pmatrix} a_n^* \\ b_n^* \end{pmatrix} & = \begin{cases} 
\begin{pmatrix} \frac{1}{l^2} a_{21} a_{12} \\ \frac{1}{l^2} a_{21} a_{12} + \left( \frac{n}{l} \right)^2 \end{pmatrix} \\
\begin{pmatrix} \frac{1}{l^2} a_{21} a_{12} \\ \frac{1}{l^2} a_{21} a_{12} + \left( \frac{n}{l} \right)^2 \end{pmatrix}
\end{cases}
\end{align*}
$$

if $n \neq 0$.

and use the decomposition of our space

$$\chi = \chi^C \oplus \chi^s,$$

where $\chi^C := \{ zq + \bar{z}\bar{q} / z \in \mathbb{C} \}$ and $\chi^s := \{ U \in \chi / \langle q^*, U \rangle = 0 \}$ for any $U = (R, P)^T \in \chi$ there exists $z \in \mathbb{C}$ ($u \in \chi^C$ means there exist $z \in \mathbb{C}$ such that $u = zq + \bar{z}\bar{q}$) and $w = (w_1, w_2)^T \in \chi^s$ such that

$$U = zq + \bar{z}\bar{q} + w = \begin{cases} R = a_n z \cos(nx) + \bar{a}_n \bar{z} \cos(nx) + w_1, \\
P = b_n z \cos(nx) + \bar{b}_n \bar{z} \cos(nx) + w_1. \end{cases}$$

(4.23)

Now, we will follow the steps given in [12] so we have

$$
\begin{align*}
\begin{pmatrix} \frac{dz}{dt} \\ \frac{dw}{dt} \end{pmatrix} & = i\omega z + \langle q^*, F_n(U) \rangle, \\
\frac{dw}{dt} & = L(\mu)w + H(z, \bar{z}, w),
\end{align*}
$$

(4.24)

where

$$
\begin{align*}
H(z, \bar{z}, w) & = F_n(U) - \langle q^*, F_n(U) \rangle q - \langle \bar{q}^*, F_n(U) \rangle \bar{q}, \\
F_n(U) & = \frac{1}{2} QUU + \frac{1}{6} CUUU + o(|U|^4),
\end{align*}
$$

(4.25)

where $QUU$ and $CUUU$ are the second and the third order of the system (4.8) then we have

$$
\begin{align*}
Q_{qq} & = \begin{pmatrix} c_n \\ d_n \end{pmatrix} \cos^2 \left( \frac{n}{l} x \right), \\
Q_{\bar{q}\bar{q}} & = Q_{qq}, \\
Q_{q\bar{q}} & = \begin{pmatrix} e_n \\ f_n \end{pmatrix} \cos^2 \left( \frac{n}{l} x \right), \\
Q_{\bar{q}q} & = \begin{pmatrix} g_n \\ h_n \end{pmatrix} \cos^2 \left( \frac{n}{l} x \right).
\end{align*}
$$

(4.26)
where the partial derivative evaluated at origin

\[
\begin{align*}
& c_n = F_{1RR}a_n^2 + 2F_{1RP}a_nb_n + F_{1PP}b_n^2, \\
& d_n = F_{2RR}a_n^2 + 2F_{2RP}a_nb_n + F_{2PP}b_n^2, \\
& e_n = F_{1RR}a_n \bar{a}_n + F_{1RP}(\bar{a}_n b_n + a_n \bar{b}_n) + F_{1PP}b_n \bar{b}_n, \\
& f_n = F_{2RR}a_n \bar{a}_n + F_{2RP}(a_n \bar{b}_n + \bar{a}_n b_n) + F_{2PP}b_n \bar{b}_n, \\
& g_n = F_{1RR}a_n^2 \bar{a}_n + F_{1RP}(a_n^2 \bar{b}_n + 2a_n \bar{a}_n b_n) + F_{1PP}(\bar{a}_n b_n^2 + 2a_n b_n \bar{b}_n) + F_{1PP}b_n^2 \bar{b}_n, \\
& h_n = F_{2RR}a_n^2 \bar{a}_n + F_{2RP}(a_n^2 \bar{b}_n + 2a_n \bar{a}_n b_n) + F_{2PP}(\bar{a}_n b_n^2 + 2a_n b_n \bar{b}_n) + F_{2PP}b_n^2 \bar{b}_n.
\end{align*}
\]

Then, the reaction-diffusion system restricted to the center of manifold is given by

\[
\frac{dz}{d\ell} = i\omega z + \langle q^*, F_n(U) \rangle = i\omega z + \sum_{2 \leq i+j \leq 3} \frac{g_{ij}}{i!j!} z^i z^j + o(|z|^4),
\]

where

\[
\begin{align*}
& g_{20} = \langle q^*, Q_{qq} \rangle, \\
& g_{11} = \langle q^*, Q_{qq} \rangle, \\
& g_{02} = \langle q^*, Q_{qq} \rangle, \\
& g_{21} = 2\langle q^*, Q_{w_{11}q} \rangle + \langle q^*, Q_{w_{20}q} \rangle + \langle q^*, C_{qqq} \rangle.
\end{align*}
\]

Then we have two cases:

(i) If \( n = 0 \) (for the spatially homogenous Hopf bifurcation)

\[
\begin{align*}
& g_{20} = l\pi(\bar{a}_0 c_0 + \bar{b}_0 d_0), \\
& g_{11} = l\pi(\bar{a}_0 e_0 + \bar{b}_0 f_0), \\
& g_{02} = l\pi(\bar{a}_0 e_0 + \bar{b}_0 f_0), \\
& g_{21} = 2\langle q^*, Q_{w_{11}q} \rangle + \langle q^*, Q_{w_{20}q} \rangle + \langle q^*, C_{qqq} \rangle.
\end{align*}
\]

where

\[
\begin{align*}
& \langle q^*, Q_{w_{11}q} \rangle = l\pi[\bar{a}_0^2(F_{1RR}w_{11}^{(1)} a_0 + F_{1RP}(w_{11}^{(1)} b_0 + w_{11}^{(2)} a_0) + F_{1PP}w_{11}^{(2)} b_0)] + \bar{b}_0^2[F_{2RR}w_{11}^{(1)} a_0 + F_{2RP}(w_{11}^{(1)} b_0 + w_{11}^{(2)} a_0) + F_{2PP}w_{11}^{(2)} b_0].
\end{align*}
\]

\[
\begin{align*}
& \langle q^*, Q_{w_{20}q} \rangle = l\pi[\bar{a}_0^2(F_{1RR}w_{20}^{(1)} a_0 + F_{1RP}(w_{20}^{(1)} b_0 + w_{20}^{(2)} a_0) + F_{1PP}w_{20}^{(2)} b_0)] + \bar{b}_0^2[F_{2RR}w_{20}^{(1)} a_0 + F_{2RP}(w_{20}^{(1)} b_0 + w_{20}^{(2)} a_0) + F_{2PP}w_{20}^{(2)} b_0].
\end{align*}
\]

\[
\begin{align*}
& \langle q^*, C_{qqq} \rangle = l\pi(\bar{a}_0 g_0 + \bar{b}_0 h_0).
\end{align*}
\]

and

\[
w_{11} = -\frac{H_{11}^{(2)}}{a_{21}} h_{11} = \begin{pmatrix} w_{11}^{(1)} \\ w_{11}^{(2)} \end{pmatrix} = \begin{pmatrix} \frac{H_{11}^{(2)}}{a_{21}} \\ -\frac{H_{11}^{(1)} a_{21} + H_{11}^{(2)} a_{11}}{a_{21} a_{12}} \end{pmatrix}.
\]
\[ w_{20} = [2i\omega \text{diag}(1, 1) - L_0(\mu)]^{-1}H_{20} = \left( \begin{array}{c} w_{20}^{(1)} \\ w_{20}^{(2)} \end{array} \right) \]

where

\[ H_{11} = Q_{\bar{q}q} - \langle q^*, Q_{\bar{q}q} \rangle q - \langle \bar{q}^*, Q_{q\bar{q}} \rangle \bar{q} = \left( \begin{array}{c} H_{11}^{(1)} \\ H_{11}^{(2)} \end{array} \right), \]

\[ = \left( e_0 - l\pi a_0 (a_0^*e_0 + b_0^*f_0) - l\pi \bar{a}_0 (a_0^*e_0 + b_0^*f_0) \right). \]

\[ H_{20} = Q_{qq} - \langle q^*, Q_{qq} \rangle q - \langle \bar{q}^*, Q_{qq} \rangle \bar{q} = \left( \begin{array}{c} H_{20}^{(1)} \\ H_{20}^{(2)} \end{array} \right), \]

\[ = \left( c_0 - \pi a_0 (a_0^*c_0 + b_0^*d_0) - \pi \bar{a}_0 (a_0^*c_0 + b_0^*d_0) \right). \]

(ii) If \( n = 1, 2, \ldots, iN \) (for the spatially inhomogeneous Hopf bifurcation)

Not that

\[ \int_0^{l\pi} \cos^3 \frac{n}{l} x \, dx = 0. \]

By straightforward calculation we have

\[ \langle q^*, Q_{\bar{q}q} \rangle = \langle \bar{q}^*, Q_{q\bar{q}} \rangle = < q^*, Q_{qq} > = < \bar{q}^*, Q_{\bar{q}q} > = 0. \]

Then we have

\[ g_{20} = g_{11} = g_{02} = 0, \]

\[ g_{21} = 2 \langle q^*, Q_{w_{11}q} \rangle + \langle q^*, Q_{w_{20}q} \rangle + \langle q^*, C_{q\bar{q}} \rangle. \]

(4.30)

where

\[ w_{11} = -\frac{1}{2} [L_n(\mu)]^{-1} \begin{bmatrix} \cos \frac{2n}{l} x + 1 \\ \frac{e_n}{f_n} \end{bmatrix}, \]

\[ = w_{11n} \cos \frac{2n}{l} x + w_{11n}. \]

and

\[ w_{20} = -\frac{1}{2} [2i\omega \text{diag}(1, 1) - L_n(\mu)]^{-1} \begin{bmatrix} \cos \frac{2n}{l} x + 1 \\ \frac{c_n}{d_n} \end{bmatrix}, \]

\[ = w_{20n} \cos \frac{2n}{l} x + w_{20n}. \]
Note that \( \int_0^{l \pi} \cos \frac{2n}{l} x \cos^2 \frac{n}{l} x \,dx = \frac{\pi}{4} \) and \( \int_0^{l \pi} \cos^2 \frac{n}{l} x \,dx = \frac{\pi}{2} \) then we have

\[
\langle q^*, Q_{w_{11q}} \rangle = \frac{3l\pi}{4} \left[ \tilde{a}_n^*(F_{1RR}w_{11n}^{(1)}a_n + F_{1RP}w_{11n}^{(1)}b_n + w_{11n}^{(2)}a_n) + F_{1PP}w_{11n}^{(2)}b_n \right] + \tilde{b}_n^*(F_{2RR}w_{11n}^{(1)}a_n + F_{2RP}w_{11n}^{(1)}b_n + w_{11n}^{(2)}a_n) + F_{2PP}w_{11n}^{(2)}b_n],
\]

(4.31)

\[
\langle q^*, Q_{w_{20q}} \rangle = \frac{3l\pi}{4} \left[ \tilde{a}_0^*(F_{1RR}w_{20n}^{(1)}a_0 + F_{1RP}w_{20n}^{(1)}b_0 + w_{20n}^{(2)}a_0) + F_{1PP}w_{20n}^{(2)}b_0 \right] + \tilde{b}_0^*(F_{2RR}w_{20n}^{(1)}a_0 + F_{2RP}w_{20n}^{(1)}b_0 + w_{20n}^{(2)}a_0) + F_{2PP}w_{20n}^{(2)}b_0],
\]

(4.32)

\[
\langle q^*, C_{qqq} \rangle = \frac{3l\pi}{8} (\tilde{a}_0^*g_0 + \tilde{b}_0^*h_0),
\]

(4.33)

where

\[
w_{20n} = \frac{1}{2} \left[ 2i\omega diag(1, 1) - L_n(\mu) \right]^{-1} \begin{pmatrix} c_n \\ d_n \end{pmatrix} = \begin{pmatrix} w_{20n}^{(1)} \\ w_{20n}^{(2)} \end{pmatrix},
\]

\[
= \frac{1}{2D_{n\omega}} \begin{pmatrix} c_n(2i\omega + \tilde{d}(\frac{n}{l})^2) + d_n a_{12} \\ d_n(2i\omega - a_{11} + d(\frac{n}{l})^2) + e_n a_{21} \end{pmatrix}.
\]

Such that

\[
\tilde{D}_{n\omega} = \det(2i\omega diag(1, 1) - L_n(\mu)),
\]

\[
= (2i\omega + \tilde{d}(\frac{n}{l})^2)(2i\omega - a_{11} + d(\frac{n}{l})^2) - a_{12}a_{21},
\]

and

\[
w_{11n} = -\frac{1}{2} [L_n(\mu)]^{-1} \begin{pmatrix} e_n \\ f_n \end{pmatrix} = \begin{pmatrix} w_{11n}^{(1)} \\ w_{11n}^{(2)} \end{pmatrix},
\]

\[
= -\frac{1}{2D_n} \begin{pmatrix} -e_n \tilde{d}(\frac{n}{l})^2 + f_n a_{12} \\ f_n(a_{11} - d(\frac{n}{l})^2) - e_n a_{21} \end{pmatrix},
\]

where \( D_n \) is defined in (4.8) Using the results in Hassard [12] the direction and stability of Hopf bifurcation can be determined by the following values

\[
\mu_2 = -\frac{Re(c_1(0))}{\beta'(0)},
\]

\[
v_2 = 2Re(c_1(0)),
\]

with

\[
c_1(0) = \frac{i}{2\omega} \left( g_{20}g_{11} - 2g_{11}g_{11} - \frac{1}{2}g_{02}g_{02} + \frac{g_{21}}{2} \right).
\]

(4.34)
Figure 8. Numerical simulation of the system (1.4) when the equilibrium \((u^*, v^*) = (5.1494, 1.6639)\) is locally asymptotically stable for \(k = 32\) and \(d = 0.02; \tilde{d} = 0.01; a_1 = 0.5; a_2 = 0.7; P = 0.5; l = 1; e = 0.5; m = 0.5; r = 1.2\) with the initial condition \(u(0, x) = u^* + 0.06 \cos x\) and \(v(0, x) = v^* + 0.06 \cos x\).

The direction of Hopf bifurcation is determined by \(\mu_2\) where the Hopf bifurcation is supercritical (resp. subcritical) if \(\mu_2 > 0\) (resp. \(\mu_2 < 0\)). Further, the bifurcating periodic solutions exists for \(\mu > 0\) (resp. \(\mu < 0\)) and the stability of the periodic solutions determined by \(v_2\), where the bifurcating periodic solution are asymptotically stable (resp. unstable) if \(v_2 < 0\) (resp. \(v_2 > 0\)).

5. Numerical simulation

In this section we shall discuss the relationship between the theoretical results and the graphical representation, which is given in the following form.

Figure 1: Represents the negative effect of the prey escaping rate \(P\) on the prey density equilibrium, which has been shown in (2.1). This result shows that the escaping never serves the prey population.

Figure 2: represents the impact of the prey escaping rate \(P\) on the predator density equilibrium obtained in Section 2 where it varies between a positive and negative impact which depends only on two critical values \(k_{cr} := \frac{2m}{ea_2}\) and \(P_{cr}\). This results shows that the prey escaping can serve (or not) the predator population.

Figure 3: Shows the impact of both the prey escaping rate and the carrying capacity of the environment for the prey population on the predator density equilibrium, which generalizes the obtained figure in Fig. 2. This results can be seen easily from Section 2. Means that both the carrying capacity of the environment for the prey population and the prey escaping from the pack affect hugely the predator population density equilibrium.

Figure 4: Shows the global stability of the semi trivial equilibrium \((k, 0)\) for \(u^* > 2\) for multi values of the initial conditions. This result has been used to illustrate the results of theorem 3.2, also shows that the predator population extinct for the smaller capacities of the environment for the prey.

Figure 5: Represents the local stability of the interior equilibrium \((u^*, v^*)\) for \(k < k^*\) determined by studying quality of solution of the characteristic equation (3.4).
Figure 9. Numerical simulation of the system (1.4) when the equilibrium \((u^*, v^*) = (5.1494, 1.6827)\) is unstable and the existence of a homogeneous periodic solution for the values \(k = 34\) and \(d = 0.02; \tilde{d} = 0.01; a_1 = 0.5; a_2 = 0.7; P = 0.5; l = 1; e = 0.5; m = 0.5; r = 1.2\) with the initial condition \(u(0, x) = u^* - 0.1 + 0.03 \cos x\) and \(v(0, x) = v^* - 0.06 + 0.35 \cos x\).

Figure 6: represents that the interior equilibrium is unstable for \(k > k^*\) and the existence of a stable periodic orbit. This result has been obtained due to the qualitative analysis of the characteristic equation (3.4).

Figure 7: Shows the existence and the order of Hopf bifurcation points which insures the obtained results in theorem 4.2. Further, shows the maximal value of the integer \(n\) in which the system undergoes Hopf bifurcation (in this case we have \(N_1 = 6\)). Also, means that we have seven Hopf bifurcation points.

Now lets investigate with the graphical representation of solutions of the system (1.4), the following numerical schema is used

\[
\begin{align*}
    u_{i+1}^n &= u_i^n - dt \frac{d}{dx} \left(2u_i^n - u_{i-1}^n - u_{i+1}^n\right) + f(u_i^n, v_i^n), \quad i = 1, 2, \ldots, M, \quad n = 1, 2, \ldots, N, \\
    v_{i+1}^n &= v_i^n - dt \frac{d}{dx} \left(2v_i^n - v_{i-1}^n - v_{i+1}^n\right) + g(u_i^n, v_i^n), \quad i = 1, 2, \ldots, M, \quad n = 1, 2, \ldots, N, \\
    u_1^n &= u_0^n, \quad v_1^n = v_0^n, \quad u_M^n = u_{M-1}^n, \quad v_M^n = v_{M-1}^n, \quad n = 1, 2, \ldots, N, \\
    u_i^0 &= \phi_i, \quad v_i^0 = \psi_i, \quad i = 1, 2, \ldots, M,
\end{align*}
\]

(5.1)

where \(dx = 0.005\) and \(dt = 0.05\) and \(\phi_i = \phi(i \times dx); \psi_i = \psi(i \times dx); M = \frac{l\pi}{dx}, \quad N = \frac{T}{dt}\) and

\[
    f(u_i^n, v_i^n) = ru_i^n \left(1 - \frac{u_i^n}{k}\right) - a_1 \sqrt{(1 - P)u_i^n v_i^n} - a_2 Pu_i^n v_i^n, \\
    g(u_i^n, v_i^n) = -mv_i^n + ea_1 \sqrt{(1 - P)u_i^n v_i^n} + ea_2 Pu_i^n v_i^n.
\]
Figure 10. Numerical simulation of the system (1.4) when the equilibrium state \((u^*, v^*) = (5.1494, 1.6912)\) is unstable and the existence of a non homogeneous periodic solution for the values \(k = 44\) and \(d = 0.02; \tilde{d} = 0.01; a_1 = 0.5; a_2 = 0.7; P = 0.5; l = 1; e = 0.5; m = 0.5; r = 1.2\) with the initial data \(u(0, x) = u^* - 0.015 + 0.06 \cos x\) and \(v(0, x) = v^* - 0.2 + 0.06 \cos 0.04x\).

Figure 11. Numerical simulation of the effect of the prey escaping rate \(P\) on the Hopf bifurcation value shown in (3.6), the values \(e = 0.44; m = 1.01; r = 0.2; k = 8000\) are used, where for (A) we take \(a_1 = 1; a_2 = 2.1\); and for (B) we take \(a_1 = 2.5\) and \(a_2 = 2.1\).

Figure 8: Represents the local stability of the interior equilibrium state \((u^*, v^*)\) for \(k = 32 < k(0) = 33.4344\), this result has been obtained in theorem 4.3, where (C) and (D) represents the projection of the surfaces (A) and (B) on the plan \(t - x\), respectively.

Figure 9: Represents the existence of a homogeneous periodic orbits for \(k = 34 > k(0) = 33.4344\) (means that \(n = 0\)) shown in theorem 4.3, where (C) and (D) represents the projection of the surfaces (A) and (B) on the plan \(t - x\), respectively.

Figure 10: Represents the existence of a non homogeneous periodic orbits for \(k > k(1) = 43.3963\) (means that \(n = 1\)) shown in theorem 4.3, where (C) and (D) represents the projection of the surfaces (A) and (B) on the plan \(t - x\), respectively.
Now shall we discuss the direction of Hopf bifurcation using a numerical simulation. Taking the following values $d = 0.02; \bar{d} = 0.01; a_1 = 0.5; a_2 = 0.7; P = 0.5; l = 1; e = 0.5; m = 0.5; r = 1.5$. Thus we have:

(i) The set of all bifurcation points is $\Lambda = \{k(0), k(1), k(2)\}$ where $k(0) = 22.1027, k(1) = 25.4397, k(2) = 46.5027$.

(ii) For $k = k(1)$ we have $a_{11} = 0.0324, a_{21} = 0.1280, a_{12} = -1$ and $\omega = 0.3576, a_1 = 1, b_1 = -0.0012 + 2.7939i, a_1^* = -0.1677 - 0.0051i, b_1^* = 0.1677 + 0.0051i$. Thus by a straight forward calculation, and by replacing those results in (4.30) (see also (4.31), (4.32), (4.33)) we obtained that $Re\{c_1(0)\} \approx -0.8205 < 0$. Then the the periodic solutions are stables at $k = k(1)$.

6. DISCUSSION

In this paper, a study of a new approach of escaping prey from a pack with a predator-prey interaction in the presence of spatial diffusion and subject to the homogeneous Neumann boundary conditions. The impact of the prey escaping on the positive equilibrium state $(u^*, v^*)$ has been successfully studied in the second section, where the negative effect on the prey density equilibrium has been obtained (see Fig. 1). This results shows that this specific behavior of the prey population has always a negative impact on the evolution of the prey density. On the other hand, the effect of the variable $P$ on the predator density equilibrium has been divided between a positive and negative effect, where it depends on two parameters the carrying capacity of the space of the prey $k$ and a critical value of the prey escaping rate denoted by $P_{cr}$. Also those results were justified using numerical simulations (Fig. 2). Because of the dependence of the predator density equilibrium (see Lem. 2.1) on two parameters $P$ and $k$ we presented in Figure 3 which shows the effect of those two parameters on the density equilibrium of the predator. Besides, in Figure 11 the impact of the variable $P$ on the value of the Hopf bifurcation shown in (3.6) which prove the huge sensitivity of the Hopf bifurcation value to the escaping prey rate. Mathematically, this sensitivity can lead to a huge variation in the solution behavioral of the considered systems (1.3) and (1.4).

In Section 3, our main focus has been on the study of the non spatial system (1.3). Firstly, the existence of the upper bound of solution has been successfully established. This upper bound has been used to prove the global stability of the semi trivial equilibrium state $(k, 0)$ in the absence of the interior equilibrium state $(u^*, v^*)$ (which means if $k < u^*$) the result has been also justified by a numerical simulation (Fig. 4). Besides, the local stability of the positive equilibrium state $(u^*, v^*)$ has been also determined, where a critical value of the carrying capacity of the space for the prey denoted by $k^*$ such that for $k < k^*$ the interior equilibrium is locally stable and unstable for $k > k^*$. Further, we obtained that the system (1.3) undergoes a Hopf bifurcation at $k = k^*$. This result has been checked out using numerical simulations (Figs. 5 and 6).

In the next section, the analysis of the diffusive system has been investigated. The characteristic equation has been calculated for the interior equilibrium state $(u^*, v^*)$. By analyzing the characteristic equation, it has been proved that the diffusive system undergoes a Hopf bifurcation at multi value $k = k(n)$ (where $n < N_I$) and the sequence $k(n)$ is increasing in $n$ (see Fig. 7). Note that for $n = 0$ a homogeneous periodic solution appears (see Fig. 9) and non homogeneous periodic solution appears for $n = 1, 2, \ldots, j_N$. (see Fig. 10) (which appears when the interior equilibrium state $(u^*, v^*)$ is unstable).For determining the stability of the periodic solution the normal form on the center manifold theory has been used (see [4]). An important quantity denoted by $v_2$ shows the stability of the homogeneous and non homogeneous periodic solutions has been determined, where for $v_2 < 0$ the periodic solutions are unstable and stable for $v_2 > 0$.

Based on the biological meaning of those results, the main remark is the escaping rate never serves the prey population. In the real world, the objective of the attack of the predator on the prey pack is to divide this herd, where the main focus will be on hunting the escaping prey. This behavior can be seen widely in the real world, where the most hunted prey are the youngest ones. In other word, the prey must stay organized, and the pack is the easiest and effective way for prey to survive in the wild. Besides, the global stability of the semi trivial equilibrium $(k, 0)$ for $k < u^*$ means that for the smaller species the predator cannot satisfies it need (the prey is no more available to the predator), which leads to the extinction of the predator population. On the other hand, after the analysis of the system there exists a critical value of the carrying capacity of the space for the prey
population such that for the small spaces (means that the carrying capacity is lower then this critical value) we can conserve the two populations at a constant density in the long term, and for large spaces (means that the carrying capacity is bigger then this critical value) we conserve the two population but with a periodic patterns.
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